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 A chest X-ray can convey a lot about a patient's condition. However, it 

requires a specialized and skilled doctor to determine the type of lung 

disease with high accuracy. Here comes the role of deep learning techniques 

(DL) and artificial intelligence (AI) in accelerating the process of detecting 

lung diseases and classifying them with high precision, which saves time and 

effort for the patient and the doctor alike. This work presents a proposed 

model for a machine learning (ML) and AI system to analyze chest X-ray 

images and categorize them into four cases normal, viral pneumonia, 

bacterial pneumonia, and coronavirus disease 2019 (COVID-19). The 

system relies on extracting Mel frequency cepstral coefficient (MFCC) 

features from a dataset consisting of 4,800 chest X-ray images, and then 

these features are used to train four basic classifiers based on the data mining 

tool Orange3, which are adaptive boosting (AdaBoost), decision trees (DTs), 

gradient boosting (GB), and random forest (RF). The model was tested and 

evaluated, where the AdaBoost classifier excelled with an accuracy of 100%, 

followed by RF with an accuracy of 99.5%. Finally, GB and DTs came with 

a classification accuracy of 98.5%, and 97.2%, respectively. 
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1. INTRODUCTION 

Pneumonia is one of the most dangerous types of infection that affects one or both lungs. It is 

contagious, as it can spread from one person to another [1]. The main cause of this disease is infection 

resulting from bacteria, fungi, or viruses [2]. Pneumonia often causes the alveoli in the lungs to fill with fluid 

or pus. The symptoms of this disease range from mild to serious, and the severity of pneumonia depends on 

the age of the infected person, his general health, and the cause of the infection [3], [4]. When the clinical 

signs are identical, it is difficult to differentiate between the forms of pneumonia and whether it is  

coronavirus disease 2019 (COVID-19), bacterial pneumonia, or viral pneumonia. Therefore, X-ray diagnostic 

imaging techniques have become one of the most accurate methods for distinguishing between the vital signs 

of the type of pneumonia infection [5]–[7]. Chest X-ray images can reveal a great deal about a patient’s 

condition [8]. However, this technology requires doctors and experts to diagnose and detect the disease in its 

early stages. Therefore, the importance of artificial intelligence (AI) and machine learning techniques (ML) 

has emerged in the field of accurate diagnosis of this type of disease in the early stages [9], [10]. Deep 

learning (DL) models are effective techniques for extracting features from X-ray images and classifying them 

for early diagnosis of pneumonia infection [11]–[13]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In the last few years, researchers have employed DL, AI, and ML to analyze chest X-ray to enhance 

the accurate diagnosis of lung diseases. Darici et al. [13], attempted to provide a model to analyze a chest X-

ray dataset and classify pneumonia into two categories, either bacterial pneumonia or viral pneumonia. The 

multiclass classification was performed based on ensemble learning and convolutional neural networks 

(CNN). The classification model was built from scratch rather than pre-trained models to verify the 

effectiveness of the two methods on medical data. An average accuracy of 95% was obtained for each model. 

Reddy et al. [14] developed a DL model that involves three steps, preprocessing, feature extraction using 

visual geometry group16 (VGG16), Inception v3, and residual neural networks (ResNet 50), and the last step 

is COVID-19 classification based on radiological images. The classification accuracy of their proposed 

model reached 98.80%. Shea et al. [15] described DL algorithms for classifying three lung diseases: pleural 

effusion, B-lines, and lung consolidation. Classification algorithms were developed based on CNN and long 

short-term memory (LSTM). The performance of these algorithms was also verified using a large and diverse 

data set that includes 22,400 lung scans, where the accuracy of the proposed model was verified, reaching 

90%. Akgundogdu [16] presented a study using ML techniques to classify and diagnose pneumonia in 

children using chest X-ray images. The proposed system first used a 2D discrete wavelet transform process to 

extract features from the dataset. The extracted features were then used in the classification process based on 

the RF algorithm. Also, a 10-fold cross-validation method was used to evaluate the model performance. The 

results showed that the introduced method achieved great success with an accuracy of 97.11%.  

Menshawy et al. [17] proposed a multi-class classification model based on XGBoost and AdaBoost 

algorithms to detect COVID-19 based on chest X-ray images. The presented model achieved a recall score of 

94.0% and 96.2% for XGBoost and AdaBoost, respectively. Darici [18] presented a new technique for 

classifying chest X-ray images, where the proposed technique combines CNN with the AdaBoost machine 

learning algorithm. The basic features were extracted from the X-ray images using CNN and ResNet-152 

algorithm. The classification process was then carried out using the AdaBoost algorithm, and the results 

showed that the classification process based on the features extracted using CNN achieved better 

performance with 93% F1-score, 94.5% accuracy, 94% recall, and 93% precision. Amin et al. [19] proposed 

a system that relied on pre-processing chest X-ray images and then extracting basic features from them. After 

that, the process of classifying basic lung diseases, coronavirus, pneumonia, and tuberculosis was carried out 

by training algorithms RF, K-nearest neighbor (KNN), logistic regression (LR) support vector machine 

(SVM), extreme gradient boosting (XGBoost), decision trees (DTs), naïve Bayes (NB), AdaBoost, and 

ensemble model (EM). The experimental results depicted that the proposed system achieved a classification 

accuracy of 98%. On the other hand, Elshennawy and Ibrahim [20] developed four different models to detect 

and classify pneumonia based on an LSTM, ResNet152V2, CNN, and MobileNetV2. All models are 

implemented and evaluated using Python. The results demonstrated the proposed framework achieved an 

accuracy of 99.22% for the ResNet152V2 model, while the other models CNN, MobileNetV2, and LSTM-

CNN achieved an accuracy of 91%. 

In our work, we present a unique and different model combining the Orange3 data mining tool used 

to build several classification models and MATLAB to extract features from chest X-ray in an innovative 

way that relies on performing several pre-processing steps. Then the images are converted into signals to 

extract Mel frequency cepstral coefficient (MFCC) features which are used to train the basic classifiers in this 

work adaptive boosting (AdaBoost), decision trees (DTs), gradient boosting (GB), and random forest (RF). 

 

 

2. PROPOSED METHOD 

The primary phases in this study began with extracting MFCC features from the dataset. of chest  

X-ray images which consist of different categories (normal, viral pneumonia, bacterial pneumonia, and 

COVID-19 cases) after applying image preprocessing using MATLAB to improve the quality of features. 

Then utilize the feature groups to develop an automated model using the Orange3 data mining tool which 

classifies the input data as normal, COVID-19, bacterial pneumonia, or viral pneumonia. Figure 1 shows the 

structure of the suggested model. The classifiers used in this study included AdaBoost, DTs, GB, and RF 

where the dataset was split into two groups: 70% as a training dataset, and 30% as a testing dataset, the 

assessing was conducted utilizing a 10-fold cross-validation process. The assessment of the classification 

process was done regarding accuracy, sensitivity, precision, and F-measure. Figure 2 shows the training 

model using Orange3. 

 

2.1.  Dataset 

The open Kaggle dataset that was used in this research consists of 4,800 chest X-rays that were 

performed as part of the clinical care of patients at Guangzhou Medical Center [21]. Figure 3(a) shows the 

normal chest X-ray depicts clean lungs without any spots of aberrant opacification while Figure 3(b) shows a 

COVID-19 lung X-ray. Figure 3(c) shows bacterial pneumonia, which is often characterized by localized 
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lobar consolidation, whereas viral pneumonia in Figure 3(d) shows a more diffuse interstitial appearance in 

both lungs.  

 

 

 
 

Figure 1. Proposed model structure 

 

 

 
 

Figure 2. Orange3 training model 

 

 

    
(a) (b) (c) (d) 

 

Figure 3. Chest X-ray images (a) normal, (b) COVID-19, (c) bacterial Pneumonia, and (d) viral Pneumonia [21] 
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2.2.  Feature extraction 

Feature extraction is the process of extracting an image's visual components which in turn 

contributes to the image analysis and classification process [22]. There are many methods to extract features 

from images, this work relied on a set of image pre-processing operations using MATLAB, such as 

thresholding, sharpening, and applying several enhancing techniques including the Median filter and Prewitt 

filters to improve the extracted features. In the next stage, the enhanced images are converted into 1D signals, 

after which frequency-dependent features are extracted using the MFCC technique. 

 

2.2.1. Mel-frequency cepstral coefficients  

MFCCs are cepstral representations of signals in which frequency bands are distributed according to 

a Mel-scale [23]. In the proposed model, several steps are implemented to extract MFCC coefficients starting 

from converting the chest X-ray into a signal followed by framing it where the signal is divided into a group 

of overlapping frames. The number of frames in our model is 40 of 𝑁=2000 samples, with successive frames 

separated by 𝐿=512 samples where adjacent frames overlap with 𝑁 − 𝐿 samples, i.e. about 60%. After that 

Hamming windowing is done to smooth the edges and improve the harmonics at the beginning and end of the 

frame as depicted in (1): 

 

𝑥𝑖(𝑛) = 𝑥(𝑛)𝑤(𝑛 − 𝑚𝑖),    𝑖 = 0, . . . , 𝐾 − 1  (1) 

 

where 𝑤(𝑛) represents the Hamming window, 𝑥(𝑛) is the input signal, 𝐾 is the number of frames, 𝑚𝑖 is the 

number of samples by which the window is shifted to produce the 𝑖th frame then performing the fast Fourier 

transform (FFT) of the resulting signal 𝑥𝑖(𝑛) followed by Mel filter banks, taking the logarithm of all filter 

bank energies to generate Mel frequency coefficients using one of the most popular formulas described in (2) 

[24], and then applying inverse fast Fourier transform (IFFT). Figure 4 summarizes the steps of the MFCC 

feature extraction process. 

 

𝑓𝑚𝑒𝑙 = 2595 𝑙𝑜𝑔10 (1 +
𝑓

700
) (2) 

 

 

 
 

Figure 4. Steps of MFCC feature extraction 

 

 

2.3.  Classification methods 

Classification and pattern recognition are one of the crucial functions in data mining and machine 

learning. Deep learning and machine learning are commonly used to analyze data, classify processes, and 

make educated decisions based on the patterns and visions extracted from the dataset [25]. In this work, the 

classification model was created using the data mining tool Orange3, where several supervised classification 

methods were used AdaBoost, DTs, GB, and RF. The following sections explain each classification method 

used in this research. 

 

2.3.1. Adaptive boosting (AdaBoost) 

The AdaBoost algorithm is an ensemble method that combines the training of several weak 

classifiers based on a supervised learning method to produce a robust classifier that optimally separates 

positive and negative situations [26], [27]. Using partitioned or single-level decision trees, AdaBoost 

combines weak classifiers into a strong classifier. Data points are given equal weights in this method, with 

greater weights given to points with imprecise classifications. As the model continues to train until a lower 

error is obtained, points with higher weights are assigned greater importance in subsequent models [28], [29]. 

Figure 5 shows the basic principle of AdaBoost. After each stage, several new models are created according 

to the sampling error rate of the previous model. The sample weight is changed according to the sampling 

error rate. By increasing the weight of some unacceptable samples to stand out enough to be noticed in the 
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sample guarantee. According to the above-mentioned interaction, weak learners are acquired through 

iterative preparation and after each model is generated this is how models 1,2,3. . ., and 𝑁 are individual 

models which can be known as choice trees. Finally, a weighted combination is performed to obtain a 

powerful learner [30]. 

 

 

 
 

Figure 5. The basic principle of AdaBoost [31] 

 

 

2.3.2. Decision trees (DTs) 

A decision tree is a supervised learning method used for classification and regression. It trains a 

given sample when the outcome is already known. As depicted in Figure 6, the decision tree comprises 

mostly of the root node, decision node, and leaf node. The sample begins at the root node and is classified 

based on the rules of each layer; therefore, it cannot be separated. Decision trees require conditions to 

achieve the highest information gain or the lowest Gini index. Decision Trees require conditions to achieve 

the highest information gain or lowest Gini index [32]. The last leaf will have a label that indicates whether it 

is phishing or genuine based on the impurity testing, and just one tree structure flowchart will be created. In 

decision rules, the decision tree may be normalized as follows:  

− If condition 1, condition 2, and condition 3 are met, then the result. 

− The Gini impurity may be expressed in (3). Here, 𝑘 represents the total number of classes, and 𝑝(𝑖) shows 

the likelihood of receiving any class of data [33]. 

 

𝐺𝑖𝑛𝑖 (𝐷) = 1 − ∑  ∑ 𝑝(𝑖))
𝑘

𝑖=1
 (3) 

 

 

 
 

Figure 6. Decision trees structure [34] 

 

 

2.3.3. Gradient boosting 

Using an appropriate cost function, gradient boosting is a machine-learning approach that trains 

several weak classifiers, such as decision trees, as shown in Figure 7, by integrating more trees and resolving 

faults in its prior base models, the GB tree approach can improve prediction accuracy. to produce a robust 

model for regression and classification tasks. This improves accuracy and speed. Using a combination of 

many weak models, gradient boosting is a machine-learning strategy that enhances performance in regression 

and classification. To provide high-precision predictions, mean square error (MSE) is used as a cost function 

to decrease bias error and maximize prediction accuracy [35]. The GB model is described in (4): 
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𝐹𝑚(𝑥) = ∑   γ𝑚  ℎ𝑚(𝑥)𝑀
𝑚=1  (4) 

 

where ℎ𝑚(𝑥) represent weak learners and 𝛾𝑚 denotes the learning rate [36]. 

 

 

 
 

Figure 7. Structure of gradient boosting [37] 

 

 

 

2.3.4. Random forest (RF) 

The RF method is a tree-predictor setup used for unsupervised learning, regression, and 

classification. It is a modified form of bagged trees. It employs branches of random data and randomized 

regression trees, and it is based on binary decision trees in an ensemble-classifier system. The "out of bag" 

(OOB) data is used by the algorithm to assess general faults. The quantity of terminal nodes, trees, and 

variables required for RF development [38]. The final decision is made using the voting process as described 

in Figure 8. The expected results of most trees are divided into features, each with a different information 

gain and entropy. Compared to a single D-tree, RF is more stable and dependable [39].  

 

 

 
 

Figure 8. Random forest classifier illustration [40] 

 

 

3. CLASSIFICATION RESULTS  

Analyzing the effectiveness of the suggested model in forecasting is important after testing the 

validation of the main model assumptions. Accordingly, evaluation measures were used to assess the 

adequacy of the proposed models. For this purpose, the confusion matrix is an effective tool for determining 

how well the classification and prediction algorithms perform. It calculates the amounts of true positive (TP), 

true negative (TN), false positive (FP), and false negative (FN) in accuracy rate calculations [41]. In this 

work, the efficiency of the suggested model was evaluated utilizing F-measure, accuracy, precision, and 

sensitivity as shown in Table 1. 
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In this research, several algorithms were used to classify chest X-ray images, including AdaBoost, 

DTs, GB, and RF. Performance evaluation for each algorithm is carried out using a confusion matrix as 

depicted in Figure 9, where Figure 9(a) represents the confusion matrix for RF, and Figure 9(b) represents the 

confusion matrix for AdaBost, while Figure 9(c) describes the confusion matrix of DTs and the confusion 

matrix for GB is expressed in Figure 9(d). What can be observed from these results is that AdaBoost excelled 

with a classification accuracy of 100%, while the classification accuracy for RF reached 99.5%, followed by 

GB and DTs with a classification accuracy of 98.5% and 97.2%, respectively. On the other hand, it can be 

observed that AdaBoost outperforms all classifiers by 100% for all performance metrics; accuracy, precision, 

sensitivity, and F-measure as shown in Table 2. An analysis was conducted to compare the performance of 

all classifiers, and the results are shown in Figure 10. On the other hand, the result accuracy demonstrated in 

this paper is superior to previous research. In [13], the accuracy rate was 95%, in [14], the accuracy rate was 

98.80%, and in [15], the accuracy rate was 90%. However, in this study, the accuracy rate reached 100%. 

 

 

Table 1. Performance evaluation metrics [42] 
Metrics Equations  

Accuracy 𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

Sensitivity 𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

Precision 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

F-measure 2 ∗ Precision ∗ Sensitivity 

Precision + Sensitivity
 

 

 

Table 2. Classification results and performance evaluation 
Model AUC Accuracy F-measure Precision Sensitivity 

Decision tree 0.989 0.972 0.972 0.972 0.972 

Gradient boosting 0.999 0.985 0.985 0.985 0.985 

Random forest 1.000 0.995 0.995 0.995 0.995 

AdaBoost 1.000 1.000 1.000 1.000 1.000 

 

 

  
(a) (b) 

  

  
(c) (d) 

 

Figure 9. Confusion matrix evaluation (a) confusion matrix of RF, (b) confusion matrix AdaBoost,  

(c) confusion matrix DTs, and (d) confusion matrix GB 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Detection and classification of pneumonia using the Orange3 data mining tool (Muneera Altayeb) 

6901 

 
 

Figure 10. performance matrices vs classifiers 

 

 

4. CONCLUSION 

this work reviewed and tested several classification methods for detecting and classifying 

pneumonia based on 4,800 chest X-ray images obtained from Kaggle. This study depended on using 

MATLAB to extract MFCC features from images. After that, a classification model was built from 4 basic 

classifiers AdaBoost, DTs, GB, and RF based on the data mining tool Orange3. the results indicated the 

efficiency of the features retrieved from images in classifying X-ray images into four categories: Covid-19, 

bacterial pneumonia, viral pneumonia, and normal. A comparative analysis was conducted to determine the 

best classifier among the four methodologies, and the performance comparison revealed that the AdaBoost 

classifier obtained the best accuracy of 100%, followed by RF, GB, and DTs with accuracy of 99.5%, 98.5%, 

and 97.2%, respectively. 
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