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 The advanced models of deep neural networks like bidirectional encoder 

from the transformers (BERT) and others, poses challenges in terms of 

computational resources and model size. In order to tackle these issues, 

techniques of model pruning have surfaced as the most useful methods in 

addressing the issues of model complexity. This research paper explores the 

concept of pruning BERT attention heads across the ensemble of winning 

tickets in order to enhance the efficiency of the model without sacrificing 

performance. Experimental evaluations show how effective the approach is, 

in achieving significant model compression while still maintaining 

competitive performance across different natural language processing tasks. 

The key findings of this study include model size that has been reduced by 

36%, with our ensemble model reaching greater performance as compared to 

the baseline BERT model on both Stanford Sentiment Treebank v2 (SST-2) 

and Corpus of Linguistic Acceptability (CoLA) datasets. The results further 

show a F1-score of 94% and 96%, respectively, and accuracy scores of 95% 

and 96% on the two datasets. The findings of this research paper contribute 

to the ongoing efforts in enhancing the efficiency of large-scale language 

models. 
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1. INTRODUCTION 

Deep neural networks like bidirectional encoder from the transformers (BERT) [1] have totally 

changed natural language processing (NLP) tasks. Previous research in the literature have demonstrated that 

BERT is a powerful model for NLP tasks. However, the alarming rate at which the models are growing in 

terms of model complexity with billions of parameters [2], [3] has lead to increased demand for 

computational resources and the large model sizes needed for training and deployment [4], [5]. The 

complications of the models make the practicality and scalability of these models in real-world applications 

to be difficult. Thus, there is a pressing need for more efficient and effective approaches to NLP [6].  

Previous studies like those by [7]–[9] have shown BERT capabilities in regard to NLP tasks, with 

the another study by Maruf et al. [10] demonstrating its significant improvements in machine translation 

models for document-level translation, the study [11] illustrating its capabilities in contextual understanding 

and the study by Zakraoui et al. [12] in neural machine translation (NMT). Information from the literature 

https://creativecommons.org/licenses/by-sa/4.0/
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shows that BERT has also excelled in sentiment analysis tasks and has proved its importance in various 

practical applications. Studies demonstrate that it has been applied to analyze customer reviews and feedback 

on e-commerce platforms [13]. It has also been used to analyze user generated content related to product and 

service evaluations [14] and other NLP tasks like question answering and text classification. Regardless of 

these achievements, these studies which highlighted above also note the challenges posed by BERT's large 

size and high computational requirements. Consequently, these indicate that methods that can reduce the 

complexity of models like BERT without sacrificing performance are needed. Currently, the pruning 

techniques that are available usually lead to a trade-off between model size and accuracy, which makes them 

less effective. This study aims to address these challenges by developing a more efficient pruning method. 

We introduce a new pruning technique that we call ensemble of winning tickets which utilizes the 

lottery ticket hypothesis to enhance BERT’s performance metrics while drastically reducing its complexity. In 

this proposed approach, we implement an iterative attention head pruning for BERT retaining the minimal 

features of the model. In our approach the combined pruned subnetworks or winning tickets are combined into a 

robust ensemble model which gives up to 36% reduction in model size without deteriorating the performance. 

Pruning techniques have become important in overcoming the challenges of increasing model 

complexity in deep neural networks. By selectively removing redundant or less impactful components, 

pruning streamlines network structures, improving inference speed, reducing memory usage, and enhancing 

computational efficiency [15]–[17]. One promising approach is the concept of “winning tickets,” which 

identifies efficient subnetworks within sparse deep neural networks that match or exceed the performance of 

the original model [18], [19].  

In this study we make the following key contributions: i) Development of an ensemble method for 

pruning deep learning models; ii) Iterative pruning of BERT attention heads to retain only the most critical 

components; and iii) Integration of pruned subnetworks into a robust ensemble, resulting in a 36% reduction 

in model size without loss of performance. The remainder of this paper is structured as: section 2 describes 

the proposed ensemble of winning tickets method in detail. Section 3 presents experimental results 

demonstrating the efficacy of our approach and discusses the implications of our findings and potential future 

work. Finally, section 4 concludes the paper. 

 

 

2. METHOD  

Our approach includes the utilization of a well-established Stanford Sentiment Treebank (SST-2) 

[20] and Corpus of Linguistic Acceptability (CoLA) [21] datasets with training and development sets, the 

careful initialization of BERT-base lowercase model from the transformers library [22]. The approach also 

uses the innovative use of ensemble techniques, meticulously chosen training configurations and evaluated 

using the metrics outlined in Table 1. Each step is designed to optimize the learning process and enhance 

model efficiency, providing a comprehensive framework.  

The proposed method general architecture is shown in Figure 1 which demonstrates how this study 

optimizes BERT model using pruned subnetworks, called winning tickets. Starting with a fully trained BERT 

model, iterative pruning removes unnecessary parameters, identifying efficient subnetworks that retain 

performance. These smaller BERT models called winning tickets are combined into an ensemble [23], 

enhancing efficiency and performance over the original model. The implementation of the ensemble pruning 

technique for BERT attention heads involves selectively identifying and retaining informative attention heads 

based on the principles of the lottery ticket hypothesis. 

 

 

Table 1. CoLA, SST-2 tasks, dataset sizes, and metrics for this study 
Task Dataset  Train Dev Metrics 

Linguistic acceptability Corpus of Linguistic Acceptability Judgements  10k 1k Accuracy F1-score 
Sentiment analysis The Stanford Sentiment Treebank  67k 872 Accuracy F1-score 

 

 

 
 

Figure 1. Steps of optimizing BERT models through an ensemble of pruned subnetworks 
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2.1.  Ensemble pruning methods 

Recent studies have explored various methods for leveraging multiple pruned subnetworks to 

enhance model performance and robustness, often through the lens of the lottery ticket hypothesis and 

ensemble techniques [24]. Another study by Chen et al. [25] introduced structured winning tickets at initial 

BERT training and Kobayashi et al. [26] discovered four winning tickets during the fine-tuning process. 

Furthermore, Gong et al. [27] regularized the process of fine-tuning using a technique called L1 distance and 

explored the structure of the discovered subnetworks.  

Another example of the implementation of this technique can be seen in the study [28], in their 

research they applied the lottery ticket hypothesis to prune attention heads in machine translation. In this 

study we use the lottery ticket hypothesis to iteratively prune the attention heads, identifying winning tickets 

by retaining only the most critical attention heads from a BERT model. This method refines the subnetwork 

structure iteratively and integrates these pruned subnetworks into a robust ensemble. 

 

2.2.  Dataset and preprocessing 

We utilized the SST-2 and CoLA datasets from the general language understanding evaluation 

(GLUE) benchmark for our experiments, dividing and shuffling the datasets using different random seeds to 

ensure that the model see the data in different order, with the BERT model checkpoint “bert-base-uncased” 

employed. The SST-2 dataset is a binary sentiment classification (positive/negative sentiment) dataset used 

for sentence-level sentiment analysis. The dataset does not need to be processed and is widely used in NLP 

tasks, ensuring that sentences are well-formatted and labels are consistent. For the SST-2 dataset, the training 

set was slightly reduced to 40,000 shuffled samples, the validation set comprised 800 samples, and the test 

set included 1,500 samples reason being to allow fast experimentation, to minimize the requirements of 

computational resources, including memory, processing power, and time. For the CoLA dataset which is used 

for linguistic acceptability classification to tests a model’s understanding of linguistic rules. The CoLA 

dataset is well-organized, with grammatically acceptable and unacceptable sentences already labeled and has 

been done by linguistic experts, to ensure quality and reliable data. For our experiments the training set 

contained 8,000 shuffled samples, the validation set consisted of 1,000 samples, and the test set had 1,000 

samples. This specific splitting and shuffling ensured that our model training and evaluation were based on 

diverse and representative data samples. 

 

2.3.  Model and tokenizer initialization 

We initialized the BERT model for sequence classification and the corresponding tokenizer using 

pre-trained checkpoints. This step ensures that our model benefits from transfer learning, leveraging the vast 

knowledge encoded in the BERT architecture. The BERT model and AutoTokenizer from the hugging face 

transformers library associated with bert-base-uncased called BertTokenizer, were carefully chosen to align 

with our experimental requirements, enabling efficient and accurate sequence classification tasks. 

 

2.4.  Ensemble of winning tickets 

An empty ensemble set was initialized to store the winning tickets. To facilitate the pruning of 

attention heads, a mask matrix with all values set to 1 were created. This mask matrix is crucial for 

identifying and retaining the most critical components of BERT architecture. A sub-network (ticket) was 

randomly initialized based on the BERT architecture, using the specified checkpoint. The optimizer and loss 

function for the sub-network were set to Adam and cross-entropy loss, respectively. These configurations 

allowed for effective optimization and training of the sub-network, ensuring its performance aligns with the 

overall model goals. 

 

2.5.  Training configuration 

The training parameters were meticulously chosen to optimize the learning process. We set the 

number of training iterations to five, with a learning rate of 2e-5 and a batch size of 16. A convergence 

threshold of 0.001 was established to ensure stable training. The training arguments included parameters for 

saving the model, loading the best model at the end of training, setting the number of training epochs to three, 

and defining the evaluation and saving strategies. The metrices for selecting the best model was set to the  

F1-score, accuracy and the total number of saved models was limited to 10. These configurations were 

designed to ensure that our model training was both efficient and robust, preventing overfitting while 

maximizing performance. 

 

2.6.  Selection of informative attention heads using the lottery ticket hypothesis 

A saliency score is a metric used to measure the importance or relevance of individual elements 

within a model, such as neurons, features, or attention heads, based on their contribution to the model's 
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performance. Saliency scores are typically derived from gradients or other sensitivity measures computed 

with respect to the input features or parameters of the model [29]. In the case of attention-based models like 

BERT, saliency scores were computed for the attention heads, which represent the relevance of different 

parts of the input to the model's output [30]. 

Let 𝐻𝑖  denote the 𝑖th attention head. The saliency score for attention head 𝐻𝑖  denoted as 𝑆𝑖 were 

computed based on its impact on the model’s loss or output. We measured the change in the model’s loss 𝐿 

when 𝐻𝑖  is perturbed or masked: 

 

𝑆𝑖 = 𝐿(𝑓(𝑥, 𝑚𝑎𝑠𝑘(𝐻𝑖))) − 𝐿(𝑓(𝑥)) (1) 

 

Here, mask 𝐻𝑖  represents a modification of the model where the 𝑖th attention head is masked or zeroed out. 

 

2.7.  Practical calculations and algorithms for identifying winning tickets 

In this subsection, we specify the steps in detail and the algorithm that was used to carry out the 

ensemble of winning tickets, which particularly helps in reducing the number of attention heads of BERT 

more efficiently without compromising on the performance of the model. The main goal is to train the 

subnets of the BERT model and prune them, searching for possible subnets where their performance can be 

equal or higher than the performance of the original model. Here we describe methods which make use of 

independent pruned models to enhance the final model performance by using model ensemble technique. The 

Algorithm 1 given below presents a step-by-step strategy for establishing and creating these winning tickets 

leveraging both training and validation datasets to ensure optimal performance. The process leads up to 

aggregating predictions from multiple pruned subnetworks, using simple averaging to generate robust and 

reliable final predictions. This method aims for better performance in terms of computational time by 

providing normalization and enhancing the effectiveness of the large models, such as BERT. 

 

Algorithm 1. Ensemble of winning tickets approach for BERT 

Input:   

 − A pre-trained BERT model: 𝑀 

 − Number of ensembles to be created: 𝑛 

 − Validation dataset: 𝐷𝑣  

 − Test dataset: 𝐷𝑡  

Output:   

 − An ensemble of winning tickets: 𝑇 

Steps 1. Load the pre-trained BERT model: 𝑀 

Steps 2. Initialize an empty ensemble set to store the winning tickets: 𝑇 = {} 

Steps 3. Set the number of ensembles to be created: 𝑛 

Steps 4. For each ensemble iteration 𝑖 from 1 to 𝑛:  

  a. Initialize a mask matrix for the attention heads with all values set to 1: 𝑀𝑖 = 1𝑚 × 𝑑 

  b. Randomly initialize a sub-network (ticket) based on the BERT architecture:  

𝑇𝑖 = 𝑟𝑎𝑛𝑑𝑜𝑚_𝑖𝑛𝑖𝑡(𝑀𝑖) 

  c. Train the sub-network for a fixed number of iterations or until convergence on a training 

dataset: 𝑇𝑖 = 𝑡𝑟𝑎𝑖𝑛(𝑇𝑖 , 𝐷𝑡) 

  d. Evaluate the sub-network's performance on the validation dataset: 𝑇𝑖 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑇𝑖 , 𝐷𝑡) 

  e. If the sub-network meets the desired performance criteria: 

  − Apply the mask matrix to the sub-network, effectively pruning the selected attention 

heads: 𝑇𝑖 = 𝑝𝑟𝑢𝑛𝑒(𝑇𝑖 , 𝑀𝑖) 

  − Add the pruned sub-network (winning ticket) to the ensemble set: 𝑇 = 𝑇 ∪ 𝑇𝑖  

Steps 5. For each sample 𝑥 in the test dataset: 

  a. Feed the sample through each winning ticket in the ensemble set: 𝑃𝑖 = 𝑇𝑖(𝑥) 

  b. Aggregate the predictions from each winning ticket to obtain the final prediction: 
 

𝑃(𝑥) = 𝑓(𝜃1(𝑥), 𝜃2(𝑥), … , 𝜃𝑛(𝑥)) =
1

𝑛
∑  

𝑛

𝑖=1

𝜃𝑖(𝑥) 

 

Steps 6. Evaluate the performance of the ensemble on the test dataset using appropriate metrics:  

𝑀 = 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝑇, 𝐷𝑡) 

Steps 7. Repeat steps 4 to 6 for the desired number of iterations or ensembles. 

Steps 8. Aggregate the performance metrics across all ensembles to assess the overall performance of the 

ensemble method: 𝑀 = 𝑎𝑔𝑔𝑟𝑒𝑔𝑎𝑡𝑒_𝑚𝑒𝑡𝑟𝑖𝑐𝑠(𝑇). 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 2, April 2025: 2070-2080 

2074 

a. Notation 
− Ensemble of winning tickets 𝐸: combining multiple pruned models 𝑀𝑖 where 𝑖 = 1,2, … , 𝑛. 

 

𝐸(𝑥) = 𝑓(𝑇1(𝑥), 𝑇2(𝑥), … , 𝑇𝑛(𝑥)) (2) 

 

− Aggregation function 𝑓: aggregates the predictions of the pruned models using simple averaging.  

 

𝑃(𝑥) = 𝑓(𝜃1(𝑥), 𝜃2(𝑥), … , 𝜃𝑛(𝑥)) =
1

𝑛
∑  𝑛

𝑖=1 𝜃𝑖(𝑥) (3) 

 

b. Process of forming an ensemble 

− Form the ensemble set 𝑇: 
 

𝑇 = 𝑖 = ⋃  𝑛
𝑖=1 (𝑝𝑟𝑢𝑛𝑒(𝜃𝑖 , 1) ∣ 𝑒𝑣𝑎𝑙𝑢𝑎𝑡𝑒(𝜃𝑖 , 𝐷𝑣)) (4) 

 

where: 

 

𝜃𝑖 = 𝑡𝑟𝑎𝑖𝑛(𝑖𝑛𝑖𝑡(1), 𝐷𝑡) (5) 

 

− Make predictions with aggregation: 

Obtain individual predictions from each pruned sub-network: 

 

𝜃𝑖(𝑥)𝑓𝑜𝑟 𝑖 = 1,2, … , 𝑛 (6) 

 

Aggregate these predictions using the aggregation function 𝑓: 
 

𝑃(𝑥) = 𝑓(𝜃1(𝑥), 𝜃2(𝑥), … , 𝜃𝑛(𝑥)) =
1

𝑛
∑  𝑛

𝑖=1 𝜃𝑖(𝑥) (7) 

 

The steps outlined in the algorithm above demonstrate the process of creating an ensemble from 

pruned attention heads of a BERT model and using this ensemble for aggregated predictions. The chosen 

methods ensure the reliability and reproducibility of results. The SST-2 and CoLA datasets from the GLUE 

benchmark provides a robust foundation for our study, while the BERT model provides a standard in sequence 

classification tasks, benefits from pre-trained checkpoints to enhance performance. The ensemble of winning 

tickets approach aims to improve model efficiency by focusing on the most crucial components of the BERT 

architecture. The training configurations are designed to optimize the learning process while preventing 

overfitting, ensuring the robustness of our findings. Figure 2 shows the simulation of the ensemble model during 

the training process. Our implementation codes can be found at GitHub: https://github.com/nksmarts/Ensemble-

of-winning-tickets/blob/main/New_pruning_BERT_attention_heads_F1_score.ipynb. 

 

 

 
 

Figure 2. Simulation of ensemble model during the training process 
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3. RESULTS AND DISCUSSION  

This section presents a detailed overview of our experiments, results, and discussions, focusing on 

the performance and efficiency of the BERT model as compared to our ensemble model on the CoLA and 

SST-2 datasets. The analysis includes a performance comparison of the pruned ensemble models against the 

baseline models, offering insights into the efficiency-performance trade-off. Furthermore, we investigate the 

effects of pruning on accuracy, inference speed, and computational expenses, pointing out the benefits and 

shortcomings of using pruned models. The results emphasize on the advantage of the ensemble method to 

bring out an improved performance in efficiency without sacrificing the task performance. 

 

3.1.  Experiments setup 

We start with the BERT base-uncased model, featuring 12 layers, 12 attention heads, 110 million 

parameters, and 768 hidden units per layer. Using different random seeds, we evaluate with F1-score and 

accuracy. Training parameters include a batch size of 16, learning rate of 2e-5, 5 iterations, and a 

convergence threshold of 0.001, we use Google Collab a cloud service on a single NVIDIA Tesla T4 GPU. 

We use the Adam optimizer and cross-entropy loss function to update parameters and minimize loss. 

 

3.2.  Performance comparison 

The effectiveness of our ensemble model is evident in its performance on the CoLA and SST-2 

datasets, as shown in Table 2. We compare our ensemble model to BERT baseline model, EarlyBERT, and 

dominant winning ticket using the default training settings for pre-training and fine-tuning. Our ensemble 

achieves superior accuracy and F1-scores of 95% and 94% on CoLA, and 96% and 96% on SST-2. These 

results indicate the efficiency gains of our approach, balancing the higher performance of the model while 

managing its complexity. 

Our findings align with previous studies which demonstrate that ensemble methods have shown 

promise in enhancing model performance across various tasks by leveraging the strengths of multiple models 

[25], particularly with [26], which also identified four subnetworks during the fine-tuning process. The 

consistent outperformance of our ensemble model over other baselines indicates how important an ensemble 

technique is in natural language processing. The substantial reduction in parameters from 110 million in the 

BERT baseline to 70 million after pruning shows that pruning not only enhances efficiency but also improves 

generalization across datasets. Our ensemble model offers a compelling key for tasks requiring high accuracy 

and efficiency. The results presented support the hypothesis that combining pruning technique with ensemble 

methods can greatly boost deep learning model performance.  

 
 

Table 2. Model performance comparison with other ensemble techniques 
Model Dataset Metrics Reference 

BERT CoLA 60.5 [1] 

EarlyBERT CoLA 52 [25] 
Dominant winning ticket CoLA 68 [27] 

Our ensemble model CoLA 95.0 - 

    
BERT SST-2 92.7 [1] 

EarlyBERT SST-2 90.71 [25] 

Dominant winning ticket SST-2 96.4 [27] 
Our ensemble model SST-2 96.0 - 

 

 

3.3.  Experimental findings on model performance trends 

The performance of our ensemble model, as shown in Figures 3, highlights key findings in its 

application to the CoLA and SST-2 datasets. Specifically, on the CoLA dataset Figure 3(a), the F1-score 

exhibits an initial steady increase, peaking at 1700 and 2000 training steps before gradually declining, 

whereas accuracy improves significantly after 800 steps, reaching its peak at 1900 steps with minor 

fluctuations thereafter. In contrast, the SST-2 dataset in Figure 3(b) reveals a more consistent performance, 

with the F1-score and accuracy both showing continuous improvements, peaking at around 2400 and 2300 

steps, respectively. The model's superior performance on the SST-2 dataset, with an F1-score of 96%, 

underscores its effectiveness in sentiment analysis tasks, especially when compared to its results on the more 

challenging, imbalanced CoLA dataset, nevertheless our ensemble model has shown a remarkable 

performance with a score of 95% compared to other models which have far less performance. 

When compared to previous studies, such as those highlighting the capabilities of BERT in natural 

language understanding [13], our ensemble model's performance aligns well, particularly in sentiment 

analysis. However, the model's performance on the CoLA dataset suggests that while it is highly effective, it 

may require additional optimizations to fully address the challenges posed by imbalanced datasets. The 
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study's strength lies in demonstrating the model's adaptability across different tasks, although the need for 

task-specific adjustments, such as early stopping during training on CoLA, highlights a limitation in its 

generalizability without fine-tuning. Unexpectedly, the consistent improvement in SST-2 performance 

suggests that the model is particularly well-suited for sentiment analysis, possibly due to the dataset's 

balanced nature compared to CoLA. The study demonstrates the effectiveness of our ensemble model in 

enhancing performance across sentiment analysis and linguistic acceptability in natural language 

understanding tasks, with particularly impressive results in sentiment analysis as evidenced by the 

performance metrics. The findings highlight the importance of task-specific optimizations and ensembling 

techniques in boosting the performance of the model. 

 

 

 
(a) 

 

 
(b) 

 

Figure 3. Metrics over steps: (a) CoLA dataset-F1-score and accuracy scores and  

(b) SST-2 dataset-F1 and accuracy scores 

 

 

3.4.  Model efficiency 

We assess model efficiency using two primary metrics: training loss and validation loss. The 

training loss decreases steadily across epochs, which indicate effective learning and adaptation to the training 

data's complexities. In this study, both runs (Run 1 and Run 2) represented in Figure 4 shows a significant 

decrease in training loss over epochs, demonstrating effective learning. Run 1 starts with a slightly lower 

initial training loss (0.4794) compared to Run 2 (0.4871), with both converging to similar values by the third 
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epoch (0.1679 for Run 1 and 0.1783 for Run 2). The consistent reduction of training loss shows that the 

model is effectively fitting the training data. 

When comparing validation losses, Run 1 shows a steady decrease from 0.439961 to 0.229722, 

suggesting good generalization. In contrast, Run 2 shows an initial decrease from 0.462198 to 0.301459, 

followed by a slight increase to 0.299997. This differences hints that the model could be potentially 

overfitting or there’s variability in model performance. The lower validation loss in Run 1 suggests it 

generalizes slightly better, showing the importance of stable validation performance for model robustness. 

The study confirms that the model learns and generalizes well, with decreasing training and validation losses. 

Monitoring these metrics offers insights into the model's generalization ability to unseen data and guides 

adjustments such as regularization techniques or modifications to the model architecture to improve 

performance and prevent overfitting. 

 

 

 
 

Figure 4. Training and validation loss vs epochs 

 

 

Figure 5 shows the development of ensemble iterations and evaluation metrics across epochs, 

providing a visual representation of: (a) the number of ensemble iterations executed per epoch and (b) the 

corresponding evaluation metrics achieved at each epoch. Figure 5(a) shows the fluctuating number of 

ensemble iterations per epoch, depicted by blue bars. Figure 5(b) displays the upward trend in evaluation 

metrics across epochs, represented by green bars. Figures 5(a) and 5(b) shows insightful observations 

regarding the efficiency and performance of our model utilizing ensemble pruning techniques across  

13 epochs. Remarkably, training and fine-tuning the model per 3 epochs took about 45 minutes to 1 hour, 

although more than 5 hours was needed to fine-tune using 13 epochs. 

A comparison can be drawn between the study of [24] utilizing up to 20 epochs to fine-tune their 

model, whereas in our study, we used only 3 and 13 epochs and still our ensemble model achieved 

outstanding performance. Therefore, the increase in ensemble iterations over epochs (ranging from 2 to 9) 

aligns with findings by Zheng et al. [24], who noted that ensemble methods can improve the performance of 

the model by leveraging multiple learning algorithms to yield improved prediction accuracy. Furthermore, in 

this study, we focused on optimizing the pruning process within an ensemble model by targeting attention 

heads, employing a fixed learning rate of 2e-5, and setting the pruning threshold to 0.001. Our approach 

allowed for the systematic reduction of the model's complexity, particularly by pruning entire blocks or 

structures of attention heads, resulting in a streamlined model architecture. 

Comparatively, previous studies like that of [24]–[27] used iterative magnitude pruning, which 

focuses on individual weights. This technique allows for more fine grain pruning but can end up with a less 

reduction in model size as compared to our approach. While our method is focused in pruning larger 

structures within the model, likely leading to more reductions in model complexity, it may also introduce 

more variability in model performance. Previous studies focused on using weight pruning with a smaller 

threshold which provides finer control over model pruning and might better preserve model accuracy. The 

different focus areas of pruning which are weights vs. attention heads show the trade-offs between precision 

and simplifying the structural of the model. 
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The primary purpose of this study was to explore the effectiveness of attention head pruning within 

ensemble models and its impact on model efficiency. Our findings draw attention to the potential for a 

significant model reduction through attention head pruning while maintaining performance, particularly 

within the context of an ensemble. This study highlights the importance of exploring alternative pruning 

strategies, such as block-level pruning, and invites future research to delve deeper into the effects of different 

threshold levels and learning rates on model performance. 

 

 

 
(a) 

 

 
(b) 

 

Figure 5. Ensemble iterations and evaluation metrics: (a) ensemble iterations per epoch and 

(b) evaluation metrics per epoch 

 

 

4. CONCLUSION  

This paper introduces a novel approach to enhance BERT model efficiency by pruning attention 

heads using an ensemble of winning tickets. Experimental results demonstrate significant reductions in model 

complexity while maintaining or improving performance across various NLP tasks. Our experiments on 

CoLA and SST-2 datasets show the pruned ensemble model reduces parameters from 110 million to  

70 million, achieving superior accuracy and F1-scores compared to the original BERT. Specifically, our 

ensemble model achieved 95% accuracy and 94% F1-score on SST-2, and 96% for both metrics on CoLA. 

This underscores the efficacy of pruning informative attention heads to optimize model performance 

efficiently. Our analysis also emphasizes selecting appropriate evaluation metrics tailored to dataset 

characteristics; F1-score for CoLA's imbalanced data and accuracy for sentiment analysis in SST-2. In 

conclusion, the ensemble of winning tickets offers a promising avenue to optimize large-scale language 
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models, balancing efficiency and performance, with potential applications across diverse NLP tasks and 

beyond. Future research could explore extending these techniques to other NLP tasks or investigating the 

effects of different pruning strategies on ensemble models. Further investigation into the variability in 

performance across different pruning techniques could offer valuable insights for optimizing model 

efficiency and robustness in various deep learning applications. 
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