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 Along with the development of electronic technology, the integration of 

numerous components on printed circuit board (PCB) boards has resulted in 

increasingly complex and intricate layouts. Small defects in traces can lead 

to failures in electronic functions, making the inspection of PCB surface 

layouts a critical process in quality control. Given the limitations of manual 

inspection, which struggles to detect such defects due to their size and 

complexity, there is a growing need for a PCB inspection system that utilizes 

automated optical inspection (AOI) based on deep learning detection. This 

research develops and compares two deep learning algorithms, faster 

region-based convolutional neural networks (R-CNN) and YOLOv8, to 

identify the most effective algorithm for detecting defects on PCB layouts. 

The findings of this study indicate that the YOLOv8 algorithm outperforms 

faster R-CNN, with the YOLOv8x variant emerging as the best model for 

defect detection. The YOLOv8x model achieved performance scores of 

0.962 (mAP@50), 0.503 (mAP@50:95), 0.953 (Precision), 0.945 (Recall), 

and 0.949 (F1-score). These results provide a strong foundation for further 

research into the application of AOI for PCB defect detection and other 

quality control processes in manufacturing, using optimized deep learning 

models. 
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1. INTRODUCTION 

Printed circuit boards (PCBs) are essential components in modern electronics providing the 

foundation for electrical connections through conductive channels, pads, and solder joints. However, PCB 

surfaces often suffer from defects such as missing holes, mouse bites, open circuits, shorts, spurs, and 

spurious copper [1], [2]. These flaws can lead to electronic device malfunctions and reduced efficiency, 

issues that are further exacerbated by the growing complexity of PCB designs driven by the portable 

electronics industry [3]. Traditional manual inspection methods, while initially cost-effective, have become 

inadequate due to their subjectivity, inconsistency, and susceptibility to inspector fatigue, making them 

unsuitable for modern high-volume production environments [4], [5]. To address these limitations, automated 
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optical inspection (AOI) systems have emerged as a technological leap in quality control for PCB 

manufacturing. AOI systems analyze high-resolution PCB images using algorithms to identify defects based 

on predefined criteria, including reference-based comparisons, compliance checks, or hybrid approaches [6]. 

The integration of deep learning techniques has further revolutionized AOI capabilities, enabling higher 

accuracy and real-time analysis. Despite these advancements, challenges remain in validating models with 

real-world data and addressing limitations in handling untrained datasets [7]. 

The advent of deep learning techniques has revolutionized computer vision, enhancing the 

capabilities of AOI systems. Recent studies, such as those utilizing the Skip-Connected Convolutional 

Autoencoder model, have achieved defect detection accuracies exceeding 90%. However, these models still 

face challenges, including the need for real-world validation and limitations in handling untrained data [8]. 

Additionally, semi-supervised learning (SSL) models that leverage both labeled and unlabeled data with 

different augmentations have shown improved performance over purely Supervised Learning models, with 

error increases of less than 0.5% [9]. Despite differences in datasets and object classification, this research 

provides valuable insight that inform the development of more advanced algorithmic models, such as those 

explored in this research. 

This research examines two advanced deep learning algorithm, faster R-CNN and YOLOv8, for PCB 

defect detection. Faster R-CNN employs a region proposal network (RPN) for accurate object recognition [10], 

while YOLOv8, the latest iteration in the YOLO series, excels in real-time detection with high speed and 

precision [11]. A bibliometric analysis of 105 journal articles indexed by Google Scholar and Scopus further 

highlights the importance of these algorithm in advancing deep learning applications for PCB defect detection 

[12]. As shown in Figure 1, “deep learning,” “YOLOv8,” and “faster R-CNN” are central nodes in this field, 

demonstrating their pivotal contributions to real-time applications and efficient image processing. 

This research aims to analyze and compare the performance of faster R-CNN and YOLOv8 in 

detecting various types of PCB defects, such as missing holes, mouse bites, open circuits, shorts, spurs, and 

spurious copper. By doing so, this research contributes to the development of efficient and effective deep 

learning algorithms for PCB defect identification, offering solutions to the increasing complexity of visually 

undetectable faults. Furthermore, it provides valuable insights into the application of computer vision and 

deep learning in industrial settings, paving the way for more advanced detection systems capable of handling 

diverse PCB defects. 

 

 

 
 

Figure 1. Analysis network visualization VOSviewer 

 

 

2. OVERVIEW OF SELECTED ALGORITHM 

2.1. Faster R-CNN algorithm 

One model or method that can be used to detect objects in an image is the faster region-based 

convolutional neural network or what is known as faster R-CNN. This model is a development of the 

previous algorithm, namely fast R-CNN. The goal of faster R-CNN is to increase the accuracy of object 

detection by reducing the number of proposal regions generated [13]. To achieve this goal, this algorithm 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 3, June 2025: 2796-2808 

2798 

replaces the selective search method in the fast R-CNN model with a region proposal network. The faster 

R-CNN model is generally similar to the fast R-CNN model but only changes part of the proposal region 

[14]. Region proposal network (RPN) works through the following steps: 

a. Using a 3×3 convolutional layer with padding 1 to change the CNN output into a new output with a 

number of channels. 

b. Next, several labeled boxes are created for each pixel in the feature map with different scales and aspect 

ratios. 

c. For each labeled box, binary class prediction (object or background) is performed, and the feature vector 

is placed at the center of each labeled box. 

d. After the non-maximum suppression process, the bounding box predicted as an object is used as a 

proposal region. 

The classification loss 𝐿𝑐𝑙𝑠 and regression loss 𝐿𝑟𝑒𝑔 are computed as (1), (2): 

 

𝐿𝑐𝑙𝑠(𝑝𝑖 , 𝑝𝑖
∗) = − log[𝑝𝑖

∗𝑝𝑖 + (1 − 𝑝𝑖
∗)(1 − 𝑝𝑖)]             (1) 

 

𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖
∗) = 𝑠𝑚𝑜𝑜𝑡ℎ𝐿1(𝑡𝑖 − 𝑡𝑖

∗) = {
0.5(𝑡𝑖 − 𝑡𝑖

∗)2 ×
1

𝜎2 𝑖𝑓 |𝑡𝑖 − 𝑡𝑖
∗| <  

1

𝜎2

|𝑡𝑖 − 𝑡𝑖
∗| − 0.5 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

  (2) 

 

The position vector 𝑡𝑖, represents the projected offset of the anchor in the region proposal network. The 

practical offset, 𝑡𝑖
∗ is a vector of the same dimensions as 𝑡𝑖 and is compared with the ground truth. The total 

loss function is computed with 𝐿𝑐𝑙𝑠  and 𝐿𝑟𝑒𝑔, as (7) shown [15]. 

 

𝐿𝑡𝑜𝑡𝑎𝑙(𝑝𝑖 , 𝑡𝑖) =
1

𝑁𝑐𝑙𝑠
∑ 𝐿𝑐𝑙𝑠𝑖 (𝑝𝑖 , 𝑝𝑖

∗) + 𝜆
1

𝑁𝑟𝑒𝑔
∑ 𝑝𝑖

∗
𝑖 𝐿𝑟𝑒𝑔(𝑡𝑖 , 𝑡𝑖

∗)  (3) 

 

It is important to note that the region proposal network is trained simultaneously with other 

components of the faster R-CNN algorithm model. The region proposal network was developed to produce 

high quality region proposals, so that it can detect objects with a smaller amount of data. The architecture of 

the faster R-CNN algorithm is illustrated in Figure 2. 

 

 

 
 

Figure 2. Architecture faster R-CNN algorithm 

 

 

2.2. YOLOv8 algorithm 

YOLOv8 is a significant breakthrough in the YOLO series, noted for its real-time object detection 

capabilities. The model architecture is composed of four primary components: the input module, backbone 

feature extraction network, neck network, and detection module. These components work together 

seamlessly to process images, extract features, and forecast object classes and bounding boxes with great 

efficiency, making YOLOv8 a solid solution for many object recognition workloads [16]. 
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The input module of YOLOv8 covers crucial functionality such as picture input, data augmentation, 

and adaptive anchor box computations. The backbone feature extraction network leverages structures like 

Conv+Bn+SiLU (CBL), CSPLayer_2Conv (c2F), and spatial pyramid pooling-fast (SPPF) to extract 

meaningful features from images. These structures enhance the model’s ability to recognize and classify 

objects accurately. Meanwhile, the neck network employs the path aggregation network (PAN) structure to 

fuse object information across different scales. This approach makes YOLOv8 highly effective in detecting 

objects of varying sizes by ensuring that feature maps from multiple layers are utilized optimally. Finally, the 

detection module combines classification and regression tasks by using advanced loss functions such as 

varifocal loss (VFL) for classification and distribution focal loss (DFL) with complete intersection over union 

(CIoU) loss for regression, resulting in precise and reliable object detection [17]. 

In addition to its architectural advantages, YOLOv8 offers flexibility in its configurations, allowing 

users to adjust parameters such as width, depth, and ratio to meet specific performance and computational 

requirements. The model is available in five configurations, including YOLOv8n, YOLOv8s, YOLOv8m, 

YOLOv8l, and YOLOv8x each catering to different application needs [18]. Evaluations have shown that 

YOLOv8m achieves the highest mAP at 87.72%, while YOLOv8s provides a balance between performance 

and efficiency with a smaller file size and fewer layers. These characteristics make YOLOv8 suitable for a 

wide range of scenarios, from resource-constrained environments to high-performance applications. The 

overall architecture of the YOLOv8 model, including its backbone, neck, and head components, is illustrated 

in Figure 3. 

 

 

 
 

Figure 3. Architecture YOLOv8 algorithm 
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2.3. Selecting hyperparameter 

To train the defect recognition system on PCBs, we applied two dataset approaches: non-augmented 

and augmented datasets. A key stage in the model construction process before training is setting the 

hyperparameters, as these can considerably affect the pace of training convergence and the quality of the 

resulting model. Table 1 displays the selected hyperparameters utilized in training the faster R-CNN and 

YOLOv8 algorithms in this research. 

In addition to the selected hyperparameters, this research utilized pre-trained weights for model 

initialization, which improved both training efficiency and accuracy in defect detection. The faster R-CNN 

models employed ResNet50 FPN backbones, while YOLOv8 included five configurations ranging from 

YOLOv8n (6.2 MB) to YOLOv8x (131 MB). Among these, YOLOv8x demonstrated superior performance 

due to its higher model capacity and optimized weight configurations. By selecting relevant hyperparameters 

and applying pre-trained weights, we strive to improve both the training speed and the accuracy of the model, 

ensuring the highest possible performance in defect detection on PCB layouts. 

 

 

Table 1. Setting hyperparameter algorithm 
Hyperparameter Faster R-CNN YOLOv8 

Input image size 640×640 (px) 640×640 (px) 

Epochs 50 100 

Learning rate 0.001 0.01 
Batch size 8 16 

Workers 4 8 
Device Cuda Cuda 

Weights decay Null 0.0005 

 

 

3. RESEARCH METHOD 

3.1. The research stage 

This research was undertaken through a series of stages meant to test the efficacy of the faster 

R-CNN and YOLOv8 algorithms in finding defects in PCB layouts. The research process is summarized in 

the flowchart shown in Figure 4. The approach begins with a detailed literature research, focusing on both 

defect detection utilizing faster R-CNN and YOLOv8 algorithms and generic defect identification techniques 

for PCB layouts. This foundational review was critical for comprehending the core theories and related 

advancements, directing the ensuing experimental design [19]. 

The dataset for this research, sourced from Huang et al. [20], consist of 10 PCBs with 693 images, 

representing six defect types, including missing hole, mouse bite, short, open circuit, spur, and spurious 

copper. Images were manually labeled using Roboflow tools, generating .xml files for faster R-CNN and .txt 

files for YOLOv8. The labeled data was divided into training (85%), validation (10%), and testing (5%) 

subsets. Data augmentation techniques, such as 90-degree rotations, small-angle rotations (-15o to +15o), and 

horizontal/vertical shears, were applied to enhance dataset diversity and reduce overfitting. Separate training 

sessions were conducted for Faster R-CNN and YOLOv8 using augmented and non-augmented datasets. 

Model performance was evaluated using a confusion matrix, focusing on key metrics like precision, recall, 

F1-score, IoU, and mAP. These evaluations, combined with training times and detection speeds, provided a 

thorough assessment of each algorithm's capabilities for PCB defect detection [21], [22]. 

 

 

 
 

Figure 4. The procedure research 

 

 

3.2. Dataset collection 

In this research, the dataset for defect detection in PCB layouts comprises 693 images captured with 

a 16-megapixel HD industrial camera equipped with a complementary metal-oxide-semiconductor (CMOS) 

sensor. The original resolution of 4608×3456 pixels was resized to 640×640 pixels to standardize input size 
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for each method [20]. This resolution was chosen based on preliminary experiments, balancing 

computational efficiency with the preservation of essential features for accurate defect detection. The dataset 

includes six defect types, as summarized in Table 2, the images are distributed evenly across defect classes, 

encompassing 2,593 defect points. This balanced distribution is crucial for training a robust model capable of 

generalizing effectively across all defect types. 

 

 

Table 2. Distribution of number of images and defect points of HRIPCB dataset 
Reference PCB Adjusted size Defect type 

Missing hole Mouse bite Open circuit Short Spur Spurious copper 

Image 1 640×640 20 20 20 20 20 20 

Image 4 640×640 20 20 20 20 20 20 
Image 5 640×640 10 10 10 10 10 10 

Image 6 640×640 10 10 10 10 10 10 

Image 7 640×640 10 10 10 10 10 10 
Image 8 640×640 10 10 10 10 10 10 

Image 9 640×640 10 10 10 10 10 10 

Image 10 640×640 5 5 6 6 5 6 
Image 11 640×640 10 10 10 10 10 10 

Image 12 640×640 10 10 10 10 10 10 

Number image (amount of defect) 115 (497) 115 (492) 116 (482) 116 (491) 115 (488) 116 (503) 
693 (2593) 

 

 

3.3. Overall system configuration 

The pipeline of the PCB defect detection system proposed in this research is illustrated in Figure 5. 

The process begins with pre-processing, where the PCB dataset is standardized using an auto-orientation 

technique to align all images according to defined standards [23]. The images are then resized to 640×640 

pixels, balancing computational efficiency with the resolution required of accurate defect detection. Data 

augmentation techniques, such as rotations and shearing, are applied to enhance dataset diversity, simulating 

real-world variations in PCB manufacturing and inspection [24]. 

Following pre-processing and augmentation, the dataset is used to train two deep learning 

algorithms, faster R-CNN and YOLOv8. Both algorithms are trained on augmented and non-augmented 

datasets to evaluate their performance under different conditions. This approach provides insights into each 

model's strengths and limitations in handling data variability. Once trained, the models predict defects in 

PCB layouts, generating a defect detection map. This map highlights detected defects based on predefined 

thresholds, clearly indicating whether a PCB is defective or normal. Such outputs are critical for practical 

applications, ensuring quick and reliable defect identification in real-world scenarios [25]. 

 

 

 
 

Figure 5. Overall system configuration 
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3.4. Pre-processing dataset 

Data preparation was undertaken with two primary objectives, to correct image orientation and to 

normalize image dimension. The “Auto-Orient” feature was utilized to automatically fix the orientation based 

on EXIF metadata, ensuring uniform visual alignment across all photos. Subsequently, all photographs were 

downsized to 640×640 pixels using the “Resize Image” tool, standardizing their proportions for the training 

process. These preparation steps are critical for ensuring that the dataset is consistent and suitable for model 

training. Proper orientation and size uniformity are critical for delivering accurate and dependable training 

outcomes [26]. 

Step 1: Automatically correct image orientation, the Auto-Orient function identifies and corrects image 

orientation based on EXIF metadata to ensure visual consistency. The image is rotated as required 

based on the recorded orientation of 180o, 270o, and 90o. 

Step 2: Normalize image dimensions, all images in the dataset are resized to 640×640 pixels using the 

function Resize Image, to ensure size uniformity before training the neural network model. 

 

3.5. Dataset augmentation 

Training neural network models often requires large-scale datasets due to the large complexity of 

model parameters [27]. However, product defects during the manufacturing process tend to be rare and the 

variety of defect types may change during mass production. In this research, the use of un-augmented and 

augmented datasets is taken into consideration to determine the level of performance and influence with these 

two methods. We apply augmentation techniques, 90o rotate (clockwise, counter-clockwise, upside down), 

rotation (between -15° and +15°), and shear (±10° horizontal, ±10° vertical). Clockwise, each image is 

rotated 90o clockwise to simulate a change in orientation. Counter-clockwise, a similar process is performed 

but in the opposite direction to add orientation variation. Upside down, the image is rotated by 180o to fully 

create the best image conditions, adding more orientation variations. Then, random rotation between -15o and 

+15o to simulate positional imperfections that may occur during the production or inspection process. 

Furthermore, shear augmentation is carried out to simulate the effects of pressure or tension on the PCB 

which can affect the shape or relative position of components and defects. 

 

3.6. Dataset splitting 

Following preprocessing and data augmentation, the dataset was separated into training, validation, 

and testing sets. The split was accomplished proportionally, 85% for training, 10% for validation, and 5% for 

testing. Table 3 shown the distribution of photos and defects across these subsets for both augmented and 

non-augmented dataset. The proportion 85/10/5 split is a generally established method in machine learning, 

giving adequate data for training while guaranteeing that the validation and testing sets are representative of 

the whole dataset. This divide supports robust model evaluation and reduces the possibility of overfitting. 

 

 

Table 3. Splitting non-augmented dataset and augmented dataset 

 
Non-augmentation Augmentation 

Number of images Number of defects Number of images Number of defects 

Train 589 2148 1767 7523 

Valid 69 293 69 293 
Test 35 152 35 152 

Total 693 2593 1871 7968 

 

 

3.7. Performance evaluation  

The performance of the defect detection models was evaluated using a confusion matrix, which 

provides insights into the models’ predictions across six defect classes, including missing hole, mouse bite, 

short, open circuit, spur, spurious copper. The confusion matrix is a table with four cells that show the 

number of accurate and erroneous guesses for each item type. The confusion matrix has cells for true positive 

(TP), true negative (TN), false positive (FP), and false negative (FN). 

Key metrics such as mean average precision (mAP), precision, recall, and F1-score were derived from 

the confusion matrix. Precision measures the proportion of correctly identified positive instances, while recall 

evaluates the model’s ability to detect all relevant positive instances. The F1-score combines precision and 

recall to provide a balanced assessment of the model’s performance. Additionally, mAP utilizes the intersection 

over union (IoU) to evaluate the similarity between predicted and ground truth bounding boxes [28]. 

 

𝑚𝐴𝑃@𝛼 =
1

𝑛
∑ 𝐴𝑃𝑖

𝑛
𝑖=1  𝑓𝑜𝑟 𝑛 𝑐𝑙𝑎𝑠𝑠𝑒𝑠  (4) 
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𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
  (5) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (6) 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2∗(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
  (7) 

 

 

4. RESULTS AND DISCUSSION 

4.1. Perform result with non-augmentation dataset 

The objective of this investigation is to ascertain the optimal models and procedures for  

un-augmented or unmodified datasets. Table 4 show as summarized depicts the performance analysis 

outcomes of both algorithms on various model variations utilizing an unaltered dataset methodology. The 

examined metrics consist of mAP@50, mAP@50:95, precision, recall, and F1-Score for each setup of the 

model. 

 

 

Table 4. Best perform model with non-augmentation dataset 
Model Varian mAP@50 mAP@50:95 Precision Recall F1-Score 

Faster R-CNN 
ResNet50 FPN 0.755 0.302 0.216 0.326 0.257 

ResNet50 FPN v2 0.763 0.325 0.243 0.346 0.283 

YOLO 

v8n 0.873 0.418 0.884 0.848 0.866 

v8s 0.924 0.461 0.951 0.894 0.921 
v8m 0.937 0.486 0.954 0.901 0.927 

v8l 0.963 0.518 0.946 0.925 0.935 

v8x 0.949 0.491 0.956 0.920 0.938 

 

 

Faster R-CNN with the ResNet50 FPN v2 backbone achieved a mAP@50 of 0.763 and a 

mAP@50:95 of 0.325, making it the best-performing variant among Faster R-CNN models. In contrast, the 

YOLOv8 models consistently outperformed faster R-CNN, with YOLOv8l achieving the highest mAP@50 

of 0.963 and mAP@50:95 of 0.518. These results emphasize YOLOv8l superior ability to detect PCB 

defects, showcasing higher accuracy and robustness across all metrics. 

The findings align with prior research, such as Yusro et al. [29], which highlighted YOLO-based 

models as the preferred choice for real-time object detection due to their speed and precision. This study 

extends those findings, demonstrating YOLOv8l notable advantages in generalization, particularly for 

detecting small defects. The results underscore YOLOv8l efficiency and suitability for PCB surface flaw 

detection tasks, especially in scenarios requiring high precision and speed. 

 

4.2. Perform result with augmentation dataset 

After analyzing the performance on the dataset without augmentation, it is crucial to examine how 

the two algorithms respond to the conditions of an expanded dataset. This comparison offers vital insights 

into the resilience and adaptability of each algorithm under increasingly complicated and varied data 

circumstances. Table 5 show the performance of both algorithms when assessed on the augmented dataset, 

using the same performance assessment metrics as in the non-augmented dataset research. 

 

 

Table 5. Best perform model with augmentation dataset 
Model Varian mAP@50 mAP@50:95 Precision Recall F1-Score 

Faster R-CNN 
ResNet50 FPN 0.754 0.275 0.286 0.372 0.323 

ResNet50 FPN v2 0.826 0.338 0.316 0.411 0.357 

YOLO 

v8n 0.914 0.434 0.948 0.841 0.892 

v8s 0.927 0.488 0.939 0.906 0.922 
v8m 0.949 0.481 0.949 0.916 0.932 

v8l 0.951 0.480 0.954 0.909 0.931 

v8x 0.962 0.503 0.953 0.945 0.949 

 

 

On the augmented dataset, faster R-CNN with the ResNet50 FPN v2 backbone achieved its highest 

mAP@50 score of 0.826 and mAP@50:95 of 0.338, indicating an improvement compared to its performance 

on non-augmented data. This demonstrates that augmentation enhances its ability to detect defects on PCB 

surfaces. Meanwhile, YOLOv8x showed the best overall performance, achieving a mAP@50 of 0.962 and 
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mAP@50:95 of 0.503, further solidifying its position as the most effective model for fault detection on PCB 

layouts. The YOLOv8x model outperformed faster R-CNN across all metrics, showcasing superior 

robustness and versatility when trained on heterogeneous data. The significant improvement in mAP@50:95 

highlights YOLOv8x ability to generalize better, particularly for detecting smaller defects. These findings are 

consistent with previous studies, such as Yao et al. [30], which emphasized the importance of augmentation 

in improving the performance of deep learning models for object detection. 

 

4.3. Analysis comparison algorithm 

This section compares the faster R-CNN and YOLOv8 algorithms, focusing on their speed and 

accuracy in detecting PCB defects. Faster R-CNN employs a two-stage approach with a RPN, which is 

effective in identifying small and complex objects but results in slower performance. Training times for 

Faster R-CNN are recorded at 1.85 seconds per iteration and 408.85 seconds per epoch due to its 

computationally intensive architecture. In contrast, YOLOv8 utilizes a single-shot detection approach, 

predicting bounding boxes and object probabilities directly, significantly reducing training times to  

1.13 seconds per iteration and 113 seconds per epoch. This highlights YOLOv8 efficiency and suitability for 

real-time applications. 

The impact of dataset augmentation on model performance is evident, as seen in Figure 6. While the 

non-augmented YOLOv8l achieves a precision of 0.946, recall of 0.925, and F1-score of 0.935, the 

augmented YOLOv8x surpasses it with metrics of 0.953, 0.945, and 0.949, respectively. This demonstrates 

the significance of augmentation in improving model performance. Consistent with Yao et al. [30], these 

findings highlight the augmented YOLOv8x as the most effective configuration, combining superior 

accuracy with processing efficiency, particularly for detecting faults on PCB layouts. own in Figure 7, the 

augmented YOLOv8x accurately identifies defects such as spurious copper and open circuits with high 

confidence, outperforming both the non-augmented YOLOv8l and faster R-CNN (ResNet50 FPN v2) in 

detection accuracy. These results emphasize the critical role of dataset augmentation in enhancing the 

robustness and reliability of deep learning models for defect detection. 

 

 

 
 

Figure 6. Analysis result comparison algorithm 

 

 

In conclusion, YOLOv8x demonstrates superior performance in both speed and accuracy, making it 

the most robust and efficient solution for real-time PCB defect detection. Future research could focus on 

developing hybrid models that combine the precision of two-stage detectors like faster R-CNN with the 

computational efficiency of single-stage detectors like YOLOv8. Additionally, applying YOLOv8x to detect 

other defect types or operate in diverse industrial contexts would validate its versatility further. Evaluating 

these algorithms on edge devices or in distributed computing environments could unlock new opportunities 

for real-time defect detection in industries requiring low-latency processing. 
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Figure 7. Detection results of advanced object detection algorithms 

 

 

5. CONCLUSION 

This research successfully developed a robust defect detection system for PCB layouts using two 

advanced deep learning algorithms, faster R-CNN and YOLOv8. Through evaluations on non-augmented and 

augmented datasets, the study highlighted their respective strengths and limitations. Faster R-CNN, 

particularly the ResNet50 FPN v2 variant, showed improved performance with augmented data but was 

limited by its slower two-stage detection process, making it less suitable for real-time applications. In 

contrast, YOLOv8, especially the YOLOv8x variant, consistently outperformed faster R-CNN in both speed 

and accuracy. Its single-shot detection mechanism enabled faster computation while maintaining high 

accuracy, positioning YOLOv8x as the optimal choice for real-time PCB defect detection. 

The findings underscore the significance of data preparation in enhancing deep learning model 

robustness. YOLOv8x superior performance makes it a practical solution for improving quality control 

processes in industrial inspection systems, offering enhanced accuracy and speed for real-time applications. 

Future research could focus on developing hybrid models that combine the precision of faster R-CNN with 

the efficiency of YOLOv8 to balance accuracy and computational cost. Expanding the application of these 

models to diverse defect types and industrial settings would further validate their versatility. Additionally, 

deploying these algorithms on edge devices or distributed systems could unlock new opportunities for real-

time defect detection in low-latency environments. 
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