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 Principal component analysis (PCA) is essential for diminishing the number of 

dimensions across various fields, preserving data integrity while simplifying 

complexity. Eigenfaces, a notable application of PCA, illustrates the method's 
effectiveness in facial recognition. This paper introduces a novel PCA 

approximation technique based on maximizing distance and compares it with 

the traditional eigenfaces approach. We employ several image quality metrics 

including Euclidean distance, mean absolute error (MAE), peak signal-to-noise 
ratio (PSNR), signal-to-noise ratio (SNR), and structural similarity index 

measure (SSIM) for a quantitative assessment. Experiments conducted on the 

Brazilian FEI database reveal significant differences between the 

approximated and classical eigenfaces. Despite these differences, our 
approximation method demonstrates superior performance in retrieval and 

search tasks, offering faster and parallelizable implementation. The results 

underscore the practical advantages of our approach, particularly in scenarios 

requiring rapid processing and expansion capabilities. 
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1. INTRODUCTION 

Principal component analysis, commonly known as principal component analysis (PCA), is a 

powerful and well-established multivariate statistical technique employed in pattern recognition, computer 

vision, and signal processing. Initially introduced by Pearson in 1901 and later refined by Hotelling in 1933, 

PCA, sometimes referred to as the discrete Karhunen-Loève transformation [1]–[3], is designed to extract 

essential information from multivariate data by mapping the original high-dimensional space into a reduced-

dimensional space. This process involves creating components that are linear combinations of the observed 

variables, effectively capturing the majority of the data’s variability. 

In 1991, Turk and Pentland [4] applied PCA to facial recognition, pioneering the eigenfaces method. 

This approach involves deriving facial features and representing them as a linear combination of 

“eigenfaces,” which are eigenvectors obtained from the covariance matrix of the high-dimensional facial 

image space. The number of eigenfaces corresponds to the quantity of training images, and each face is then 

mapped into this reduced-dimensional space to determine the contribution of each eigenvector. 

https://creativecommons.org/licenses/by-sa/4.0/
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Although the eigenfaces method is effective for a limited number of low-resolution images, but it 

becomes less efficient as the dataset grows. The processing time increases, leading to longer training periods 

and higher computational costs. Recent advancements in integrated circuits and microelectronics, such as 

central processing units (CPUs), graphics processing units (GPUs), and field programmable gate array 

(FPGAs), have facilitated parallelization techniques [5], [6], significantly accelerating computations. The use 

of GPUs, in particular, has demonstrated substantial speed-ups in eigenfaces and PCA applications through 

parallel processing [7]–[9]. Compute unified device architecture (CUDA) implementations, for example, 

have been used to enhance the performance of these methods [10]–[16], enabling rapid and efficient 

processing. 

In this paper, we propose an enhancement to the existing geometrical approximation of PCA, 

previously validated on synthetic 2D data with Gaussian distribution and effective for hyperspectral satellite 

image visualization. We compare this geometrically-approximated PCA method with the classical eigenfaces 

approach. To evaluate the effectiveness of both methods, we employ several quality metrics: Euclidean 

distance, peak signal-to-noise ratio (PSNR), mean absolute error (MAE), signal-to-noise ratio (SNR), and 

structural similarity index measure (SSIM). The results of this comparative study are detailed in section 4, 

with conclusions provided in the final section. 

 

 

2. METHOD  

The eigenfaces method [4] is a widely recognized technique in facial recognition and image 

processing. It transforms facial images into a set of characteristic features, known as eigenfaces, 

which represent the principal components of the image dataset. This technique employs PCA to identify the 

key features that account for the variance in facial images, facilitating effective recognition and comparison. 

Conversely, the approximate approach to eigenfaces simplifies and accelerates this process by 

using geometric approximations rather than traditional PCA computations. This approach focuses on 

identifying key eigenvectors based on geometric properties, such as the maximum distances between images 

in the dataset, potentially offering faster computation times while maintaining reasonable accuracy. Both 

methods aim to achieve reliable face recognition but differ in their underlying principles and computational 

strategies. The following sections detail these methods, exploring their methodologies, advantages, and 

limitations. 

 

2.1.  Eigenface approach 

The eigenfaces technique, introduced by Turk and Pentland [4], is a classic technique for face 

recognition. It represents faces as linear combinations of “eigenfaces,” which are principal components 

generated from the collection of training face images. The key stages of the eigenfaces approach are outlined: 

a. Gather face images 𝐼1, 𝐼2, …, 𝐼𝑀  as the training dataset. Ensure these images are standardized to have 

identical dimensions N×N and consistent lighting conditions.  

b. Convert the training images from RGB color space to grayscale. 

c. Transform images into vectors 𝛤 = 𝛤1, 𝛤2, … , 𝛤𝑀: Convert image 𝐼 to vector 𝛤𝑖 with dimensions 𝑁² × 1. 

d. Calculate the average face image 𝛹:  

 

Ψ =
1

𝑀
∑ 𝛤𝑖𝑀

𝑖=1  (1) 

 

here, 𝑀 denotes the overall count of images, and 𝛤𝑖 corresponds to the vector representation of each 

image. 

e. Remove the average face from every face in the training dataset to obtain a set of different faces. 

 

𝛷i = 𝛤i − 𝛹 (2) 

 

In this context, 𝑖 ranges from 1 to 𝑀, and 𝐴 is an 𝑁² × 𝑀 matrix composed of [𝛷1, 𝛷2, … , 𝛷𝑀].  
f. Obtain the covariance matrix from the difference faces.  

 

C=
1

𝑀
∑ 𝜙𝑖𝜙

𝑇 =
𝐴𝐴𝑇

𝑀

𝑀
𝑖=1  (3) 

 

where 𝐴𝑇 denotes the transposition of the matrix constructed from [𝛷1, 𝛷2, … , 𝛷𝑀] 
g. Determine the principal elements (which are also known as eigenvectors) and their corresponding 

eigenvalues from the covariance matrix. The eigenfaces represent the primary components derived from 

the set of face images. 
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h. Obtain the eigenfaces. Select the top 𝐾 eigenvectors to form the eigenfaces.  

 

𝜔𝐾 = 𝑒𝑇(𝛤𝑖 − 𝛹) (4) 

 

where 𝐾 ranges from 1 to 𝑀’ and indicates the count of chosen eigenvectors. 

i. Generate the weight vectors: 

 

ΩT
K=[ ω1,ω2,…, ωK]   (5) 

 

j. Use Euclidean distance to compare weight vectors: 

 

ε2=‖Ω - Ωk‖² (6) 

  

here, 𝛺𝑘 denotes the vector that characterizes the 𝐾𝑡ℎ face class. A face is considered ‘known’ if the 

smallest 𝜀𝑘 falls below a specified threshold 𝜃𝜀; otherwise, the face is classified as ‘unknown’. 

 

2.2.  Classical approach 

In this section, we revisit the geometrical approximation of PCA proposed by [17]. This method 

estimates eigenfaces for a dataset of face images based on the observation that the direction given by the 

furthest points in a multivariate dataset is often close to the first principal component, depending on data 

correlation. This approach is particularly effective in cases where the dataset exhibits strong correlations 

among variables, allowing the method to capture the most significant variance. 

The method involves several steps. Firstly, the training set of face images is organized as a grayscale 

multidimensional array, where each column represents one of the face images of the set (converted from 

RGB to grayscale and reshaped as a column vector). This restructuring facilitates the application of matrix 

operations and ensures consistency in the dimensions of the data before PCA is applied. Then, the initial step 

involves identifying the two components within this set of n-dimensional vectors 𝑃1 = {𝑝11, 𝑝12, . . . } ⊂ ℝ𝑛 

that are separated by the maximum distance. This maximum distance represents the longest straight line that 

can be drawn between two points in the dataset. These two points define the direction of the first principal 

component. 

Once these two points are identified, the second step involves calculating the centroid (mean) of the 

dataset, which represents the average position of all data points. Then, the direction vector from the centroid 

to the point furthest away (maximum distance) is considered as the first principal component: 

 

{𝑒11, 𝑒12} =  𝑎𝑟𝑔 𝑚𝑎𝑥
𝑃1

𝑖 ,𝑃1
𝑗

∈𝑃1
 𝑑(𝑝1𝑖, 𝑝1𝑗) (7) 

 

here, 𝑑(. , . ) denotes the Euclidean distance.  

The first basis vector, v1 is the vector that connects the two points: v1=e11-e12. This vector represents 

the direction of maximum variance between the two furthest points in the dataset, which approximates the 

first principal component. Typically, to compute the 𝑖−𝑡ℎ basis vector, the process involves projecting the 

points in the set Pi-1 onto the hyperplane Hi-1. By identifying the two projections with the maximum 

separation distance, the 𝑖−𝑡ℎ basic vector, vi is defined as the difference between these two projections, 

capturing the next most significant direction of variance. 

This iterative procedure ensures that each basis vector corresponds to a principal component, 

providing an efficient approximation of the underlying structure of the dataset. The final outcome is the 

collection of basis vectors V= {v1, v2, …, vn}, with each vector approximating an eigenface. These eigenfaces 

form a compact representation of the data, which is useful for tasks such as facial recognition or image 

compression. 

 

 

3. IMAGE QUALITY METRICS 

Image quality metrics are essential for quantifying the difference or similarity between an original 

image and a modified version [18]. This paper employs several metrics to assess the disparity between 

eigenfaces generated by the classical eigenfaces method and our PCA approximation. The evaluation metrics 

consist of SSIM, MAE, SNR, PSNR, and Euclidean distance. 

Considering two images having the same dimensions M×N, I (i, j) represents the initial image, and 
K(i,j), represents the modified image. Here, 𝑖 spans from 0 to M-1 and j spans from 0 to N-1, indicating that 

each pixel in the image is indexed by its row and column positions. This setup ensures that both images are 

of identical size, allowing for a pixel-by-pixel comparison between the initial and modified images. 
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Comparison is are often essential in tasks like image processing, where changes at each pixel can be analyzed 

systematically. 

 

3.1.  Mean absolute error 

Mean absolute error (MAE) indicates the mean absolute difference between corresponding pixels of 

an original image and its modified version [19]. It is particularly useful for analyzing uniformly distributed 

errors across the image. The MAE is calculated as (8): 

 

MAE=
1

𝑀𝑁
 ∑ ∑ |𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)|𝑁−1

𝑗=0
𝑀−1
𝑖=0  (8)   

 

MAE offers a simple metric for assessing the average size of discrepancies between the two images, showing 

how closely the altered image matches the original. 

 

3.2.  Mean squared error  

Mean squared error (MSE) is applied to calculate the average of the squared intensity differences 

between two images, which is a fundamental metric used in computing PSNR. MSE is calculated as in (9) 

[20]:  

 

MSE=
1

𝑀𝑁
 ∑ ∑ |𝐼(𝑖, 𝑗) − 𝐾(𝑖, 𝑗)|𝑁−1

𝑗=0
𝑀−1
𝑖=0 ² (9) 

 

MSE is an indicator of the average size of errors between the two images, with higher values signifying 

larger differences between them. 

 

3.3. Peak signal-to-noise ratio 

This metric is employed to assess the squared error between a reference image and a modified image 

[21], [22]. A higher peak signal-to-noise ratio (PSNR) value indicates greater similarity between the two 

images, while a lower PSNR value signifies poorer image quality. PSNR is determined through the (10): 
 

𝑃𝑆𝑁𝐵𝑑𝐵=10log10(
(𝑀𝐴𝑋𝐼)²

𝑀𝑆𝐸
) (10) 

 
where 𝑀𝐴𝑋𝐼 denotes the highest pixel value in the image, for instance, 255 in the case of 8-bit images. 

PSNR is expressed in decibels (dB) and provides a standardized measure of image quality, particularly 

in terms of how much noise or distortion is present relative to the maximum possible intensity of the images. 

 

3.4.  Signal-to-noise ratio  

Signal-to-noise ratio (SNR) evaluates the proportion of signal power, associated with the restored 

image, to noise power, which pertains to the discrepancy between the original and degraded images [23]. It is 

frequently used as a performance metric in image restoration. The formula is: 

 

𝑆𝑁𝐵𝑑𝐵=10log10 [
∑ ∑ [𝐼(𝑖,𝑗)]𝑁−1

𝑗=0
𝑀−1
𝑖=0 ²

∑ ∑ |𝐼(𝑖,𝑗)−𝐾(𝑖,𝑗)|𝑁−1
𝑗=0

𝑀−1
𝑖=0 ²

] (11) 

 

SNR is expressed in decibels (dB) and quantifies how much stronger the signal (original image) is compared to 

the noise (distortion) introduced by the modification process. Higher SNR values indicate a better restoration 

performance, where the restored image closely matches the original image with minimal distortion. 

 

3.5.  Structural similarity index measure 

The structural similarity index measure (SSIM) metric is a quality metric developed by Li et al. [24], 

designed to assess the similarity of local patterns of pixel intensities in two images X and Y. It comprises three 

components: 

 

𝐿𝑢𝑚𝑖𝑛𝑎𝑛𝑐𝑒 𝑙(𝑥, 𝑦) =
2µ𝑥µ𝑦+𝐶1

µ𝑥
2+µ𝑦

2 +𝐶1
 (12) 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 𝑐(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦+𝐶2

𝜎𝑥
2+𝜎𝑦

2+𝐶2
 (13) 
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𝑆𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑠(𝑥, 𝑦) =
𝜎𝑥𝑦+𝐶3

𝜎𝑥𝜎𝑦+𝐶2
 (14) 

 

where µ𝑥 and µ𝑦 are their mean intensities, 𝜎𝑥 and 𝜎𝑦 represent their standard deviations, 𝜎𝑥𝑦 denotes the 

covariance between them, while 𝐶1, 𝐶2, and C3 are constant parameters. Finally, we obtain the SSIM as (15).   

 

SSIM(x, y) = [l(x, y)]𝛼 ⋅ [c(x, y)]𝛽 ⋅ [s(x, y)]𝛾 (15) 

 

For α > 0, β > 0 and γ > 0, these are factors that influence the weight of the three elements. SSIM provides a 

score between 0 and 1, where 1 indicates perfect similarity between images X and Y.  

 

 

4. RESULTS AND DISCUSSION 

 We performed a comparative evaluation between geometrically-approximated eigenfaces and 

classical eigenfaces using the FEI face database [25]. For this comparison, we employed several image 

quality metrics: Euclidean distance, MAE, SSIM, SNR, and PSNR. The FEI database includes two types of 

color face images: 640×480 pixels and 360×260 pixels. Our study focused on the 360×260 pixel images, 

totaling 200 images. 

 

4.1.  Generation of eigenfaces  

 The initial phase of our comparison involved applying both the eigenfaces method and the 

geometric approximation of PCA to the FEI database to extract the average face. By comparing the two 

approaches, we aimed to evaluate how each method captured the essential facial features present in the 

dataset. Figure 1 illustrates the average faces obtained through both methods, highlighting the differences in 

the way each technique processes and represents the key components of facial images.  

 

 

 
 

Figure 1. Average faces from the FEI database, average face using eigenfaces method (left panel), average 

face using approximated eigenfaces (right panel) 

 

 

Subsequently, we generated all possible eigenfaces using both methods. The number of eigenfaces 

created matches the count of face images in the database. We specifically chose and analyzed the first 7 

eigenfaces obtained via the classical eigenfaces method as shown in Figure 2 and the approximated 

eigenfaces as shown in Figure 3. These eigenfaces are associated with the largest eigenvalues and thus 

capture more information from the training images [4]. 
 

 

 
 

Figure 2. First 7 eigenface images from the FEI database obtained using the classical eigenfaces 
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Figure 3. First 7 eigenface images from the FEI database obtained using the approximated eigenfaces 

 

 

4.2.  Quantitative comparison results 

We compared the first 7 eigenfaces generated by both methods using image quality metrics. The 

comparison involved evaluating each pair of eigenfaces based on Euclidean distance, MAE, SNR, PSNR, and 

SSIM. The metrics were applied to each pair in sequence, starting with the first two eigenfaces, followed by 

the next two, and so forth. 

The data in Table 1 reveal significant differences in image quality metrics between eigenfaces 

generated by the classical eigenfaces method and the approximated eigenfaces method. The Euclidean 

distance values are significantly large, indicating considerable discrepancies between eigenfaces produced by 

the two approaches. MAE values range from 28 to 64, highlighting variances in eigenface representations. 

SNR values are consistently below 32 dB, reflecting differences in the quality of eigenfaces from both 

methods. PSNR values, which are negative and below 30 dB, further underscore the variation in eigenface 

fidelity. Additionally, all SSIM values are below 1, confirming differences in how the two methods capture 

image structure. 

 

 

Table 1. Evaluation of eigenfaces derived using both the traditional and approximated eigenfaces techniques 
Eigenfaces Euc distance (×103) MAE SNRdB PSNRdB SSIM 

1 2.3841 28.0314 10.4224 -32.7224 0.1943 

2 3.5120 63.4315 1.0533 -39.1457 0.0987 

3 3.7018 37.5793 8.4284 -33.7736 0.1153 

4 2.7154 54.9430 4.3333 -37.2305 0.0571 

5 2.6402 45.0207 4.9677 -36.2332 -0.0910 

6 2.7192 42.6299 5.2446 -35.8557 -0.0178 

7 3.9907 60.1694 3.0974 -36.8377 -0.0847 

 

 

These variations primarily result from differences in eigenvector generation. The geometrically-

approximated PCA focuses on selecting eigenvectors based on the maximum distances between images, 

prioritizing geometric properties. In contrast, the classical eigenfaces method derives eigenvectors from 

covariance matrices, emphasizing statistical relationships. These methodological differences contribute to the 

observed disparities in eigenface quality and fidelity. 

 

 

5. CONCLUSION  

 In this work, we performed a comparative evaluation of the geometrically-approximated PCA 

method and the classical eigenfaces technique, evaluating their performance using several metrics: Euclidean 

Distance, PSNR, MAE, SNR, and SSIM. The analysis was performed on the FEI face database, utilizing 200 

frontal images for training. Both methods were employed to extract eigenfaces, and the first 7 eigenfaces 

from each method were assessed. 

The results demonstrate notable differences between the two methods. Specifically, the SNR and 

PSNR values for eigenfaces generated by the geometrically-approximated PCA method were consistently 

below 30 dB, and the SSIM values were less than 1. These findings indicate a disparity in the quality and 

fidelity of the eigenfaces produced by the two methods. 

The discrepancies observed stem from the differing approaches to eigenvector computation: the 

geometrically-approximated PCA determines eigenvectors based on the maximum distances between images, 

while the classical eigenfaces method computes them using covariance matrices. This divergence in 

methodology has a notable impact on the quality of the resulting eigenfaces, as evidenced by the variations in 

performance metrics. 
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Although the geometrically-approximated PCA method provides a more computationally efficient 

alternative to the classical eigenfaces approach, it may lead to eigenface representations that are less precise. 

Future research could focus on refining the geometric approximation technique to enhance its accuracy and 

mitigate the observed differences in performance. 
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