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 In recent decades, cyber-physical systems (CPS) have become an essential 

part of modern industry and daily life. These systems integrate physical 

processes with computer and network components, allowing them to interact 

with their environment and manage their components autonomously. One of 

the most significant aspects of CPS efficiency is managing energy 

consumption, which significantly affects their reliability, efficiency, and 

economic performance. CPS devices generate vast amounts of diverse data, 

which is crucial to accurately model. Researchers use predictive analysis to 

develop models that forecast trends and simulate real-world conditions, 

enabling them to make better-informed decisions. This article presents a 

comparative analysis of different predictive models for CPS data analytics, 

focusing on energy consumption in smart buildings. Short-term models 

include gradient-boosted regressor (XGBoost), random forest (RF) and long 

short-term memory (LSTM). The comparative results have been studied in 

terms of prediction errors to determine accuracy. 
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1. INTRODUCTION 

Cyber-physical systems (CPS) represent the integration of physical and computational procedures, 

wherein computational systems monitor and regulate physical processes via feedback loops. In modern 

conditions, the development of CPS is important for industry fields such as smart cities, industrial automation, 

medicine, and transportation. CPS enables more efficient and intelligent management of various processes and 

resources, which in turn requires accurate methods for predicting and optimizing energy consumption. 

Energy consumption in CPS is a critically important aspect as it directly affects the performance, 

reliability, and operational costs of systems [1]. Predicting energy consumption allows for advanced planning 

and resource management, optimizing their use and minimizing costs. This is particularly important given the 

continuously growing volumes of data and the increasing complexity of energy resource management. 

Predicting electricity usage effectively conserves energy, as numerous scientific studies [2] demonstrate. 

Researchers use many methods at the same time to guess how much electricity people will use. These include 

fuzzy logic mathematical models [3], deep and classical machine learning techniques [4], [5], and models 

that take into account how electricity use changes with the seasons and the influence of various 

characteristics [6], [7]. 

Considering the great range of power consumption forecasting methodologies, there is no common 

approach that allows the presentation of a reliable electricity consumption forecast for each subject area. The 

main reasons for this include evolving forecasting accuracy standards, the necessity to consider numerous 
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factors that define the subject area's specifics, and advancements in data mining technologies, which enable 

more efficient handling of vast data sets compared to conventional mathematical statistics methods. 

Therefore, we decided to conduct an applied study that involves electricity consumption prediction using data 

regression tools. Accordingly, the goal of this research is to create an optimal technique for predicting 

electricity demand and evaluate how accurate these techniques are. Following the introduction, we describe 

the various types of data analytics techniques and assessment metrics. The following section presents the 

results of an exploratory data analysis experiment for energy consumption model selection. 

 

 

2. LITERATURE REVIEW 

We shall categorize the forecasts employed in this study according to the duration of anticipation 

before moving on to specific methods. Forecasts are categorized differently depending on how long 

prediction needed [8]. We shall follow the following guidelines in the context of this investigation. The 

projections that we will take into consideration are classified as long-term, which spans several months to 

years, and as short-term, which spans days to several weeks as shown in Figure 1. By separating the 

methodologies based on the expected lead time, we were able to look more closely at the approaches that 

work well for corresponding lead time forecasting. We believe that this division of approaches makes it 

easier for us to explore the related literature and helps us to tag the characteristics of the application 

conditions for every forecasting period. 

 

 

 
 

Figure 1. Power consumption prediction categories 

 

 

2.1.  Short-term forecasting 

Operational forecasts are essential for managing electricity consumption with its peak loads which 

can be decreased by having a forecast that is accurate one day or several weeks in advance. This type of 

forecasting is relevant for planning power demand supported by an analysis of small power grids [9]. Ikeda 

and Nagai [10] present an approach that allows optimal management of the energy consumption of a building 

(hotel). The method made it possible to reduce operating costs for electricity consumption by more than 10%. 

The researchers explain that creating such method allows for the nonlinearity of power consumption data for 

some types of equipment to be considered. The findings of applying machine learning to forecast office 

building cooling energy consumption while taking human behavior into account are presented by the author 

in [11]. When developing the model, several machine learning algorithms were tested and compared. The 

simulation results demonstrated the great influence of the variables considered in the study on the target 

result-electricity consumption. The activities of office building workers affected energy consumption by 

more than 7 times. Researchers argue in [12] that a precise comprehension of energy load slope is essential 

for managing plant power systems effectively and serves as the foundation for anomaly identification. 

Scientists also note that load curve analysis is an important addition in the absence of methods for assessing 

various time transitions between energy states. The article presents the results of utilizing a deep spatio-

temporal residual neural network (ST-ResNet) to forecast power generation (sales) [13]. For both short-term 

(a day) and medium-term (a week) forecasting, the average absolute percentage forecast error may be 

decreased by more than 2.5 percent by using ST-ResNet. On the one hand, the development and application 

of data mining methods, in particular for the task of predicting electrical loads, helps to reduce and 

rationalize the use of resources. However, performing machine learning procedures requires significant 

computing resources which raises the amount of electrical energy used. 

 

2.2.  Long-term forecasting  

Ongoing forecasts are used to plan the construction or renovation of important infrastructure and 

manufacturing facilities, as well as to develop plans for the expansion of smart energy systems both 

independently within a particular industrial sector and at the state level. A variety of long-term scenarios are 

typically employed to get the projection numbers for total energy consumption. Forecasting makes it possible 
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to regulate energy storage devices' operating modes optimally, which promotes more sensible usage of them. 

The outcomes of applying a decision tree model to anticipate power usage are shown in the research [14]. 

The procedure of figuring out an electrical storage device's ideal capacity makes use of the results gathered. 

Machine learning and conventional approaches to predicting power use were compared in the paper 

[15]. The findings demonstrate that, in terms of forecast accuracy, machine learning techniques execute 

noticeably better than conventional techniques, indicating the significance of developing prediction models 

using conventional machine learning methods and neural networks. The primary drawback of employing 

these techniques, as mentioned in [16], is their computational complexity, which makes improving data 

mining algorithms' efficiency a particularly pertinent job. A model was created in [17] that combines an 

entirely connected neural network using single spectrum evaluation to separate the time series of power 

consumption. Such an application is a promising direction, since it uses a combination of several methods of 

intellectual analysis. Scientists observe, nonetheless, the restrictions in the use of some techniques even with 

the most contemporary tools to estimate power usage [18]. This just reaffirms the necessity of research to 

update and broaden the toolkit of methods used to solve the power consumption forecasting problem. 

Therefore, comprehensive analyses such as in [19], which reflect the current level of research in power load 

prediction, are advised to be conducted. Hybrid forecasting is necessary to create recommendations regarding 

the possible use of essential building facilities due to the scientific community's interest in energy-saving 

issues, the advancement of smart data processing methods and the necessity of energy-saving solutions in 

real-world applications. 

 

2.3.  Hybrid forecasting  

Nowadays, achieving maximum energy efficiency is anticipated to be the main emphasis of internet 

of things (IoT) innovation in the future. This issue may be met by incorporating artificial intelligence (AI)-

powered technologies such as machine learning (ML) and deep learning [20]. AI research fields are advanced 

as a result of ML systems' constant self-improvement. ML employs algorithms that enable them to react to 

environmental inputs and recognize nonlinear relationships in complex or uncertain systems. Predicting how 

much energy a CPS will use in various time intervals is a useful approach to optimize energy use, forecast 

future energy requirements, and spot possible inefficiencies in energy use, among other agents in a smart 

grid. The quality and relevancy of the data that ML algorithms use has a significant impact on how well they 

operate. Electricity usage was divided into several categories in [21]: raw measurements and records of 

private loads (air conditioners, refrigerators) at certain periods as it enables precise energy management, load 

disaggregation, and appliance identification.  

Machine learning algorithms have overcome the primary shortcomings of hybrid prediction systems. 

For instance, scientists in [22] developed a forecasting model for building energy usage by integrating 

expanded short-term memory networks with a sine-cosine optimization algorithm to provide predictions in 

real time. Subsequently, Suranata et al. [23] concentrated on forecasting dining room energy usage. Authors 

used LSTM model; its features were extracted using principal component analysis (PCA). Furthermore, 

Shapi et al. [24] used cloud-based machine learning framework (Microsoft Azure) to offer following 

methodology. Using three strategies (k-nearest neighbors, artificial neural networks, and support vector 

machines), the study employs two tenants from an industrial building in Malaysia. The experimental findings 

show that each renter's energy consumption has a certain distribution pattern, and the proposed model is 

capable of precisely calculating each renter's energy consumption. 

Hybrid network is a term used to describe some interconnected systems with different forecasting 

issues. Mohammed et al. [25] focus on enhancing thermal comfort and energy loads in heating, ventilation, 

and air conditioning (HVAC) systems by the application of an intelligent control algorithm. The authors 

suggest optimizing heat transfer coefficients and air temperature values by combining supervisory control 

and data acquisition (SCADA) systems with a smart building management tool. Then, genetic algorithms are 

utilized to minimize energy usage and preserve user comfort. Regarding power usage, He and Tsang [26] 

designed a hybrid solution that combines long short-term memory (LSTM) with Improved complete 

ensemble empirical mode decomposition with adaptive noise (iCEEMDAN). Researchers used it to identify 

trends in the first power usage data, and then they forecasted each mode separately using a Bayesian-

optimized LSTM. 

 

 

3. METHOD 

This section describes the research methods used to predict energy demand in CPS. Forecasting energy 

consumption is a complex task that requires the use of various techniques and approaches to ensure the accuracy 

and reliability of predictions. A multitude of sources, including sensor data streams, environmental data, and 

other entities, are used as input for hybrid prediction method. Cutting edge processing tools and algorithms are 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Energy consumption prediction methods in a cyber-physical system … (Kenzhegali Nurgaliyev) 

3057 

needed to process this data accurately and quickly. Several categories of data analytics exist according to the 

needs of specific applications. Time series of data is used for forecasting purposes and tasks have a number of 

features. Since a time, series is a sequence of values in which each subsequent value contains the past for the 

subsequent ones, any attempt to forecast the future without studying the time series of the past is unscientific 

and erroneous. Therefore, to obtain sufficiently accurate and reliable forecasts, in-depth research on the present 

status of this procedure is required. For example, to separate the series into its constituent parts and eliminate the 

influence of systematic components on the change of random ones, check the series for the presence of a main 

trend and, if there is one, to isolate it, identify the trend and its direction. Regarding short-term forecasting 

methods might be used as shown in Table 1. 

 

 

Table 1. Short-term forecasting methods analysis 
Method Description and Limitations Math 

Least squares 
method (LS) 

By minimizing the sum of squares of the 
differences between actual and anticipated 

values, it is used to estimate the parameters of 

mathematical models [27]. It describes time 
series changes using Slope and Shift. This 

affects sum of squares minimization in 

readings deviations. 
Trend model is rigidly fixed. Final forecast 

considers an influence of the latest values. 

High sensitivity to detecting unusual data 
points. 
 

Slope = 
(𝐸𝑎 × 𝑡) −  

(𝐸𝑎 × 𝑡)

𝑛

𝑡2− 
𝑡2

𝑛

  (1) 

shift = 
𝐸𝑎

𝑛
− 

slope  × 𝑡 

𝑛
  (2) 

(Ea – actual consumption value, n – number of time series, 
t – time of observation period) 

 

𝑃𝑟𝑒𝑑. 𝐶𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛 (𝑃𝐶) = 𝑠𝑙𝑜𝑝𝑒 × 𝑡 + 𝑠ℎ𝑖𝑓𝑡  (3) 

Moving 

averages 

method 

It calculates series average by taking the 

average of a certain initial values. This creates 

an impression that the average is “sliding” 
along the series, discarding one level and 

adding the next each time [28]. Fluctuations 

are replaced by the arithmetic mean in selected 
time series. 

Consumption values (time series) are 

heterogeneous. Identification of large number 
of model parameters is resource intensive. 
 

 

PC =   𝐸𝑎𝑣𝑛−1  ×  
1

𝑛
 × (𝐸𝑛 − 𝐸𝑛−1)  (4) 

 

(Eav – average consumption except the last value, En – last 
value, n – number of time series) 

 

Exponential 

smoothing (ES) 

It is used to forecast future values based on 

past observations, useful for data without 

significant seasonal fluctuations. The larger 
time series interval width, the smoother a trend 

will be [29]. 

Trend model was formed end of the chosen 
period and does not extrapolate current 

dependencies into long future. Provides a 

much tighter value for close outputs than for 
long-term extreme. 

 

𝐸𝑛+1 = 𝐸𝑎𝑣𝑒𝑟 + 𝛼 (𝐸𝑛 − 𝐸𝑎𝑣𝑒𝑟)  (5) 
 
(Eaver – average consumption, En – last value before 

forecasting, α - smoothing parameter) 

If α → 1, then the influence of past values is reduced, 
only the last value is considered for the forecast. 

 

 

 

Considering limitations in Table 1, it is clear that these research objectives should not be covered by 

short-time forecasting only but a complex of suitable methods to overcome all possible restrictions and tune 

forecasting results according to needed time period whether its long- or short-time. It means that for this study a 

hybrid prediction should be considered, so that following machine learning (ML) methods are proposed: 

gradient boosting regressor (XGBoosting), random forest (RF), and long short-term memory (LSTM).  

XGBoost is a powerful and effective machine learning method for regression and classification 

tasks [30]. The basis for it is in the idea of gradient boosting, which aggregates several weak models (usually 

decision trees) into one powerful prediction model. In the context of energy consumption forecasting, 

XGBoost allows to explore intricate nonlinear dependencies and interactions among numerous elements that 

effect energy consumption, thereby enhancing the accuracy of predictions. Multiple decision trees are used in 

RF, a machine learning technique, to improve prediction accuracy and dependability [31]. This technique 

allows for the assessment of the significance of each feature, helping to interpret the model and identify key 

factors influencing energy consumption. RF is well-suited for handling large amounts of data and can 

effectively process high-dimensional datasets. The type of recurrent neural network (RNN) to process time 

series and to account for long-term dependencies is called an LSTM [32]. This method can adapt to changes 

in data and dynamically update its predictions based on new data. Before the data is utilized to train and test 

the models, it will be prepared and examined. Case study was conducted using Jupiter programming tool and 

common libraries to analyze selected ML algorithms.  
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4. CASE STUDY 

4.1.  Data preprocessing 

The dataset consists of information collected over a period of 3 years from IoT sensors that 

were installed in the building of Cornell University [33]. Every sensor node is set up to record and operate 

every 24 hours on average as well as energy data was recorded too. The appliances energy consumption 

(MW) is to be measured, then it was chosen as the target variable. Data preprocessing is necessary to identify 

trends and features in electrical power consumption statistics. Due to the inconsistent value scales between 

features and missing data, preprocessing is time-consuming issue for standardization and imputation. It is 

evident that the data must be split into two sets: training and test samples. Object selection for each sample 

was performed using the GridSearchCV method. Several key data preparation strategies were employed to 

enhance forecasting efficiency. One such strategy is featuring engineering, aiming to explore not only the 

relationships between features but also how these features relate to the target variable. Feature engineering 

involved extracting new features from existing data. Correlation analysis was conducted to establish 

relationships between various variables. 

Additionally, values related to time parameters (hour, day, month, year) were consolidated into a single 

format, as unique time series over several years are required for forecasting. To ensure the data is ready for 

modeling, we checked for missing or empty values, duplicates, and addressed outliers using other statistical 

methods. This process aids in providing more relevant and valuable information. Identifying correlation 

between variables is beneficial for various purposes, including detecting and subsequently removing irrelevant 

variables, as well as uncovering unique correlations that might not be evident during direct forecasting. In some 

cases, certain attributes can be modified and normalized within a specific range to reduce data imbalance. 

Figure 2 illustrates the energy consumption dynamics of a building over a period of one year. 

 

 

 
 

 

Figure 2. Energy consumption for 1-year period 

 

 

4.2.  Predictive model development  

As was mentioned before, the proposed model consists of three ML algorithms to analyze patterns 

of hybrid forecasting. Considering time series data with different lengths, LSTM works appropriately. It is 

helpful for predicting energy use because it can handle variable-length sequences, recall prior data, and 

capture long-term associations. Three layers make up the LSTM model structure: input, unit, and output. 

Long sequences of data may be effectively collected and sent using LSTM. A machine learning technique 

called random forest regressor combines many decision trees to provide a prediction model for regression 

problems. A portion of the training data and features is chosen at random to build each tree. The final output 

is produced during prediction by the regressor combining predictions from each tree as shown in Figure 3. 

This method is widely operated for pattern recognition and prediction as it can analyze complicated behavior. 

Failures at every level are given priority in gradient boosting approach. This algorithm lowers prediction 

error and improves prediction performance by matching weak training sets to the loss function. Gradient 

boosting was used due to its strong predictive performance, capacity to recognize intricate data relationships 

and nonlinear models, and adaptability features. 
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Figure 3. Random forest regressor algorithm 

 

 

4.3.  Evaluation 

To avoid overfitting, a straightforward data partitioning technique was used throughout two sets of 

data. As was mentioned above, the dataset was divided into training (20% of given data) and testing (80% of 

data) sets. ML algorithms and prediction models for consumption recordings were trained on training set. 

The effectiveness of selected models was assessed using a testing set as shown in Figure 4. 

 

 

 
 

Figure 4. Prediction model with used data modelling 

 

 

The accuracy and efficiency of prediction models produced by ML algorithms were evaluated using 

metrics such as mean absolute percentage error (MAPE). When contrasting the range of actual values or 

various time series with the projected accuracy of a model, MAPE can be considered as helpful tool due to 

fact that MAPE is able to scale the error measure to the actual value. The accuracy increases as the MAPE 

decreases [34]. This is a widely used technique for calculating prediction errors, which is easier to grasp 

because of its scaled units. For every time period, it computes the average absolute percent error, minus real 

values, divided by actual values. The quality metrics were obtained by MAPE, showing the level of errors 

made by the algorithm in percentage: 

 

MAPE = 
1

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠
 ×  (

𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒− 𝐸𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑

𝐸𝑎𝑣𝑒𝑟𝑎𝑔𝑒
 × 100%)    (6) 

 

There are 2 scenarios of analytics: (1) energy index during given period (actual values), (2) energy 

consumption after optimization (predicted values) 

 

 

5. DISCUSSION 

Table 2 indicates that lower MAPE values suggest a better model fit since they identify the 

difference between anticipated and actual data. As it follows from Table 2, in the case of model on actual 

power consumption data, the least value was shown by the model based on the extreme gradient boosting 

regression algorithm (XGBoost) - the error was 36.3% which is less than other models. The GBR approach 

performed exceptionally well in every building. Nonetheless, there were differences in performance between 

buildings when comparing LSTM with random forest technique. Furthermore, LSTM produced less mistakes 

than Random Forest, which showed a significant difference. This discovery implies that LSTM outperformed 

RF in terms of mistakes and generated fewer errors overall. After this analysis, it was evident that 

XGBoosting approach worked the best in all buildings. 

It is evident from the data provided in Table 3 that random forest approach, which exhibits high 

accuracy, is the one that comes the closest to the actual testing results. Regarding the precision of calculating 

average consumption, XGBoosting algorithm comes in bottom, followed by LSTM technique in second 
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place. Nonetheless, there is a crucial performance disparity between LSTM and XGBoosting, indicating that 

both methods are not appropriate for the same types of data. Although LSTM is helpful for handling 

nonlinear, time-dependent data because of its recurring nature, XGBoosting performs well in all scenarios. 

 

 

Table 2. Prediction performance  
Testing set Method MAPE (%) 

Building 1 RF 76.9 

LSTM 56.0 
XGBoosting 40.2 

Building 2 RF 38.4 
LSTM 48.1 

XGBoosting 52.5 

Building 3 RF 56.5 
LSTM 64.8 

XGBoosting 36.3 

 

 

Table 3. Prediction performance using three presented ML methods 
Scenario 1 

Actual metrics 
Scenario 2 

RF 
Scenario 2 

LSTM 
Scenario 2 
XGBooost 

5602 5626 5637 5527 

6842 6893 6884 6417 

6173 6178 6366 6354 
5789 5730 5596 6355 

 

 

Comparing to other articles, scientists and researchers are increasingly used hybrid models that 

combine more than two methodologies. The studies presented in Table 4 describe various approaches used to 

predict power consumption in comparison to the proposed model. Chou and Tran [35] used DE-LSTM 

algorithm to predict electricity price through accuracy estimation in market of Germany, France and Austria. 

In comparison with the proposed model, it achieves better forecasting performance in most cases. Massidda 

and Marrocu [36] authors addressed the household energy load forecasting using hybrid models of RF (long-

term) and linear regression (LR) for short-term predictions. The dataset contained measurements taken from 

a house near Paris from 2006 to 2010. 

 

 

Table 4. Comparative analysis  
Method Forecast period MAPE (%) 

Proposed model Min 1 month 36.3 – 76.9 
Hybrid (Differential evolution (DE) + LSTM) [35] Min 1 month 21.8 - 35.2 

Hybrid (RF + Linear regression) [36] Min 1 month 11.4 – 51.0 

 

 

By taking into consideration proposed interpretation of MAPE [37] as was given in Table 5, it is 

possible to state that proposed model has reasonable accuracy in comparison to mentioned above related 

articles. However, exogenous factors-such as meteorological, social, and economic factors-that have a 

nonlinear impact on electricity demands have not been examined in the compared articles and the proposed 

model. As a result, it is evident that the forecast error may vary if the study's assumptions about weather 

factors are not met. On the one hand, MAPE should likely drop when employing more precise climate data, 

such as many settlements with varying climate conditions. Therefore, greater study into more specific 

climatic parameters and their effects on the desired outcome is one of the potential topics. 

Since energy consumption forecasting is based on historical data and known relationships between 

variables, fresh projections may be considered if a significant mismatch error is found at the time of the 

incidents. In this instance, the inaccuracy will happen right away, and it is feasible to investigate how the 

additional component affects the electricity consumption projection. One of the difficulties in predicting 

energy consumption is the absence of generic models appropriate for different topic areas and forecast lead 

durations; therefore, the search for universal methods to forecast model generation is a possible area of study. 

Therefore, the results of this study, especially the input predictor factor structure, might be used in similar 

research. Using neural networks and gradient boosting models to predict power consumption is one of the 

study's recommendations. 
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Table 5. MAPE values interpretation 
MAPE (%) Forecast level 

More than 51% Inaccurate 
21% to 50% Reasonable 

11% to 20% Good 

Less than 10% Highly accurate 

 

 

6. CONCLUSION  

To study the prediction of power consumption of CPS, we applied long-term forecasting and used 

three ML methods: XGBoosting, RF and LSTM. XGBoosting and RF are based on ensemble learning and 

generates a more accurate forecast by combining the output of many weak models. XGBoosting uses gradient 

boosting to successively improve models, minimizing the error of each subsequent tree. RF, on the other 

hand, builds many decision trees in parallel and averages their predictions to improve robustness and 

accuracy. LSTM is made especially to handle data sequences and take long-term dependencies into 

consideration. This makes LSTM especially useful for time series forecasting, where it is important to take 

historical data into account. Each of these methods was tested on real power consumption data, allowing us 

to evaluate their effectiveness and accuracy in real cyber-physical systems. Our research results show that the 

combined use of these methods can significantly enhance forecasting accuracy and contribute to energy 

consumption optimization in the CFS. The study's findings demonstrated that XGBoosting continuously 

produces the greatest outcomes. LSTM is suitable for tasks like time series forecasting because it was created 

especially for processing sequential data. A comparison was done based on the evaluation of these 

approaches' predicting ability. The conducted study is relevant both for the scientific community as a topic 

for researching forecasting methods, and for enterprises in terms of the economic benefits of implementing 

energy-saving systems. Even though energy consumption can be considered as one of major issues for the 

IoT sector, forecasting electricity demand for each individual area in the smart environment is quite specific, 

requiring taking into account many factors and their intelligent analysis. 

 

 

FUNDING INFORMATION 

Authors state no funding involved. 

 

 

AUTHOR CONTRIBUTIONS STATEMENT 

This journal uses the Contributor Roles Taxonomy (CRediT) to recognize individual author 

contributions, reduce authorship disputes, and facilitate collaboration.  

 

Name of Author C M So Va Fo I R D O E Vi Su P Fu 

Kenzhegali Nurgaliyev ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓  ✓  

Akylbek Tokhmetov ✓ ✓        ✓  ✓   

 

C :  Conceptualization 

M :  Methodology 

So :  Software 

Va :  Validation 

Fo :  Formal analysis 

I :  Investigation 

R :  Resources 

D : Data Curation 

O : Writing - Original Draft 

E : Writing - Review & Editing 

Vi :  Visualization 

Su :  Supervision 

P :  Project administration 

Fu :  Funding acquisition 

 

 

 

CONFLICT OF INTEREST STATEMENT 

Authors state no conflict of interest. 

 

 

DATA AVAILABILITY 

The authors confirm that the data supporting the findings of this study are available within the 

article. 

 

 

REFERENCES 
[1] K. Nurgaliyev, A. Tokhmetov, and L. Tanchenko, “An evaluation method of an energy consumption as an operation parameter in 

a cyber-physical system,” Scientific Journal of Astana IT University, pp. 30–40, 2024, doi: 10.37943/18xcmy8200. 
[2] S. H. Almuhaini and N. Sultana, “Forecasting long-term electricity consumption in Saudi Arabia based on statistical and machine 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 3, June 2025: 3054-3063 

3062 

learning algorithms to enhance electric power supply management,” Energies, vol. 16, no. 4, 2023, doi: 10.3390/en16042035. 

[3] K. Poczeta and E. I. Papageorgiou, “Energy use forecasting with the use of a nested structure based on fuzzy cognitive maps and 
artificial neural networks,” Energies, vol. 15, no. 20, 2022, doi: 10.3390/en15207542. 

[4] H. A. Sayed, A. William, and A. M. Said, “Smart electricity meter load prediction in dubai using MLR, ANN, RF, and ARIMA,” 

Electronics (Switzerland), vol. 12, no. 2, 2023, doi: 10.3390/electronics12020389. 
[5] L. Pan, S. Wang, J. Wang, M. Xiao, and Z. Tan, “Research on central air conditioning systems and an intelligent prediction model 

of building energy load,” Energies, vol. 15, no. 24, 2022, doi: 10.3390/en15249295. 

[6] X. Hu et al., “Load forecasting model consisting of data mining based orthogonal greedy algorithm and long short-term memory 
network,” Energy Reports, vol. 8, pp. 235–242, 2022, doi: 10.1016/j.egyr.2022.02.110. 

[7] R. Chaganti et al., “Building heating and cooling load prediction using ensemble machine learning model,” Sensors, vol. 22,  

no. 19, 2022, doi: 10.3390/s22197692. 
[8] T. Hong and S. Fan, “Probabilistic electric load forecasting: a tutorial review,” International Journal of Forecasting, vol. 32,  

no. 3, pp. 914–938, 2016, doi: 10.1016/j.ijforecast.2015.11.011. 

[9] Y. Zhang, R. Ma, J. Liu, X. Liu, O. Petrosian, and K. Krinkin, “Comparison and explanation of forecasting algorithms for energy 
time series,” Mathematics, vol. 9, no. 21, 2021, doi: 10.3390/math9212794. 

[10] S. Ikeda and T. Nagai, “A novel optimization method combining metaheuristics and machine learning for daily optimal operations 

in building energy and storage systems,” Applied Energy, vol. 289, 2021, doi: 10.1016/j.apenergy.2021.116716. 
[11] K. Amasyali and N. El-Gohary, “Machine learning for occupant-behavior-sensitive cooling energy consumption prediction in 

office buildings,” Renewable and Sustainable Energy Reviews, vol. 142, 2021, doi: 10.1016/j.rser.2021.110714. 

[12] D. Flick, C. Keck, C. Herrmann, and S. Thiede, “Machine learning based analysis of factory energy load curves with focus on 
transition times for anomaly detection,” Procedia CIRP, vol. 93, pp. 461–466, 2020, doi: 10.1016/j.procir.2020.04.073. 

[13] M. Cao et al., “Short-term and medium-term electricity sales forecasting method based on deep spatio-temporal residual 

network,” Energies, vol. 15, no. 23, 2022, doi: 10.3390/en15238844. 
[14] N. D. Senchilo and D. A. Ustinov, “Method for determining the optimal capacity of energy storage systems with a long-term 

forecast of power consumption,” Energies, vol. 14, no. 21, 2021, doi: 10.3390/en14217098. 
[15] H. Habbak, M. Mahmoud, K. Metwally, M. M. Fouda, and M. I. Ibrahem, “Load forecasting techniques and their applications in 

smart grids,” Energies, vol. 16, no. 3, 2023, doi: 10.3390/en16031480. 

[16] H. Szczepaniuk and E. K. Szczepaniuk, “Applications of artificial intelligence algorithms in the energy sector,” Energies, vol. 16, 
no. 1, 2023, doi: 10.3390/en16010347. 

[17] Y. Xie, Y. Yang, and L. Wu, “Power consumption forecast of three major industries in China based on fractional grey model,” 

Axioms, vol. 11, no. 8, 2022, doi: 10.3390/axioms11080407. 
[18] M. Frikha, K. Taouil, A. Fakhfakh, and F. Derbel, “Limitation of deep-learning algorithm for prediction of power consumption,” 

Engineering Proceedings, vol. 18, no. 1, 2022, doi: 10.3390/engproc2022018026. 

[19] J. M. Aguiar-Pérez and M. Á. Pérez-Juárez, “An insight of deep-learning based demand forecasting in smart grids,” Sensors,  
vol. 23, no. 3, 2023, doi: 10.3390/s23031467. 

[20] IEA, “World energy outlook 2022,” International Energy Agency, 2022. https://www.iea.org/reports/world-energy-outlook-2022 

(accessed June 20, 2024). 
[21] M. A. Ahajjam, D. B. Licea, C. Essayeh, M. Ghogho, and A. Kobbane, “Mored: a moroccan buildings’ electricity consumption 

dataset,” Energies, vol. 13, no. 24, 2020, doi: 10.3390/en13246737. 

[22] N. Somu, G. R. M R, and K. Ramamritham, “A hybrid model for building energy consumption forecasting using long short term 
memory networks,” Applied Energy, vol. 261, 2020, doi: 10.1016/j.apenergy.2019.114131. 

[23] I. W. A. Suranata, I. N. K. Wardana, N. Jawas, and I. K. A. A. Aryanto, “Feature engineering and long short-term memory for 

energy use of appliances prediction,” Telkomnika (Telecommunication Computing Electronics and Control), vol. 19, no. 3,  
pp. 920–930, 2021, doi: 10.12928/TELKOMNIKA.v19i3.17882. 

[24] M. K. M. Shapi, N. A. Ramli, and L. J. Awalin, “Energy consumption prediction by using machine learning for smart building: 

Case study in Malaysia,” Developments in the Built Environment, vol. 5, 2021, doi: 10.1016/j.dibe.2020.100037. 
[25] S. A. Mohammed, O. A. Awad, and A. M. Radhi, “Optimization of energy consumption and thermal comfort for intelligent 

building management system using genetic algorithm,” Indonesian Journal of Electrical Engineering and Computer Science 

(IJEECS), vol. 20, no. 3, pp. 1613–1625, 2020, doi: 10.11591/ijeecs.v20.i3.pp1613-1625. 
[26] Y. He and K. F. Tsang, “Universities power energy management: a novel hybrid model based on iCEEMDAN and Bayesian 

optimized LSTM,” Energy Reports, vol. 7, pp. 6473–6488, 2021, doi: 10.1016/j.egyr.2021.09.115. 

[27] T. Ahmad and H. Chen, “A review on machine learning forecasting growth trends and their real-time applications in different 
energy systems,” Sustainable Cities and Society, vol. 54, 2020, doi: 10.1016/j.scs.2019.102010. 

[28] H. Al-Shaikh, M. A. Rahman, and A. Zubair, “Short-term electric demand forecasting for power systems using similar months 

approach based SARIMA,” in 2019 IEEE International Conference on Power, Electrical, and Electronics and Industrial 
Applications, PEEIACON 2019, 2019, pp. 122–126, doi: 10.1109/PEEIACON48840.2019.9071939. 

[29] M. M. A. M. Muainuddin and N. Abu, “Forecasting electricity consumption using exponential dmoothing methods,” in 

Proceedings of the International Symposium & Exhibition on Business and Accounting 2022 (ISEBA 2022), 28 September 2022, 
Malaysia, 2023, vol. 1, pp. 320–326, doi: 10.15405/epfe.23081.28. 

[30] L. Semmelmann, S. Henni, and C. Weinhardt, “Load forecasting for energy communities: a novel LSTM-XGBoost hybrid model 

based on smart meter data,” Energy Informatics, vol. 5, 2022, doi: 10.1186/s42162-022-00212-9. 
[31] H. Rathore, H. K. Meena, and P. Jain, “Prediction of EV energy consumption using random forest and XGBoost,” Proceedings - 

2nd International Conference on Power Electronics and Energy, ICPEE 2023, 2023, doi: 10.1109/ICPEE54198.2023.10060798. 

[32] M. H. D. M. Ribeiro, R. G. da Silva, G. T. Ribeiro, V. C. Mariani, and L. dos S. Coelho, “Cooperative ensemble learning model 
improves electric short-term load forecasting,” Chaos, Solitons and Fractals, vol. 166, 2023, doi: 10.1016/j.chaos.2022.112982. 

[33] Cornell University Energy Management Control System (EMCS), “Real time building utility use data” https://fcs.cornell.edu/real-

time-building-utility-use-data, (accessed May 30, 2024). 
[34] E. Vivas, H. Allende-Cid, and R. Salas, “A systematic review of statistical and machine learning methods for electrical power 

forecasting with reported mape score,” Entropy, vol. 22, no. 12, pp. 1–24, 2020, doi: 10.3390/e22121412. 

[35] J. S. Chou and D. S. Tran, “Forecasting energy consumption time series using machine learning techniques based on usage 
patterns of residential householders,” Energy, vol. 165, pp. 709–726, 2018, doi: 10.1016/j.energy.2018.09.144. 

[36] L. Massidda and M. Marrocu, “Smart meter forecasting from one minute to one year horizons,” Energies, vol. 11, no. 12, 2018, 

doi: 10.3390/en11123520. 

[37] Lewis, Industrial and business Forecasting Methods. 1982. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Energy consumption prediction methods in a cyber-physical system … (Kenzhegali Nurgaliyev) 

3063 

BIOGRAPHIES OF AUTHORS  

 

 

Kenzhegali Nurgaliyev     received the B.Sci. degree in robotics and mechatronics 

from Nazarbayev University, Kazakhstan, in 2015 and the M.S. degree in information systems 

from Kazakh University of Technology and Business, Kazakhstan, in 2017 and currently a 

Ph.D. doctorate at the L.N. Gumilev Eurasian National University, Kazakhstan. His research 

interests smart assisted living, intelligent environments, smart home, cyber-physical systems. 

He can be contacted at email: knurgaliev@alumni.nu.edu.kz. 

  

 

Akylbek Tokhmetov     candidate of physical and mathematical sciences in the 

specialty computer science and information systems, Associate Professor of the Department of 

Information Systems at the L.N. Gumilev Eurasian National University, Kazakhstan. He has 

published more than 90 articles in journals and conferences on various topics related to 

research in the field of telecommunications and computer systems. His research interests 

include the following areas: information and telecommunication systems, decision making, 

multiple-criteria decision analysis. He can be contacted at email: tohmetovakylbek@gmail.com. 

 

 

https://orcid.org/0000-0001-9391-0924
https://scholar.google.com/citations?view_op=list_works&hl=en&hl=en&user=XG_2GfgAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=57201132348
https://www.webofscience.com/wos/author/record/HGA-5747-2022
https://orcid.org/0000-0003-0764-8574
https://scholar.google.com/citations?user=tV5RN2UAAAAJ&hl=ru
https://www.scopus.com/authid/detail.uri?authorId=57224363281
https://www.webofscience.com/wos/author/record/GRR-3405-2022

