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 This study aims to optimize convolutional neural networks (CNN)-based 

ensemble learning models to enhance accuracy and stability in detecting 

herbal leaf diseases. The dataset used in this study is sourced from the 

“Lontar Taru Pramana” collection, which includes various images of herbal 

leaves affected by different diseases such as ancak bacterial spot, dapdap 

mosaic virus, and kelor powdery mildew. Several CNN models, including 

VGG16, AlexNet, ResNet50, DenseNet121, MobileNetV2, and InceptionV2, 

were evaluated. Among these, the ensemble models combining VGG16, 

DenseNet121, and MobileNetV2 were selected due to their superior 

performance. The ensemble model achieved precision scores of 0.81 for 

class 1, 0.76 for class 2, and 0.78 for class 3, with corresponding recall 

scores of 0.8167, 0.74, and 0.7633, and F1-scores of 0.8133, 0.75, and 

0.7717 respectively. These results indicate significant improvements in 

model performance and robustness. 
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1. INTRODUCTION 

Bali boasts an invaluable wealth of local wisdom, one of which is traditional medicine known as 

Usada Bali [1]. The Lontar Taru Pramana is a prominent traditional medical text that catalogs 168 types of 

herbal plants used in various health therapies [2]. However, modernization and environmental changes have 

shifted traditional medicine towards conventional treatments, coupled with plant diseases that threaten the 

quality and availability of these herbal plants. Leaf diseases affecting herbal plants such as those documented 

in the Lontar Taru Pramana pose a serious threat to the preservation of this traditional medicine, making 

effective disease detection and control crucial [3], [4]. In recent years, convolutional neural network (CNN) 

have become the leading method for plant disease detection and classification due to their ability to recognize 

patterns in images with high accuracy [5]–[9]. Various CNN models such as AlexNet [10]–[12], VGGNet 

[13]–[16], GoogLeNet [17], ResNet [18]–[20], InceptionV3 [21], [22], DenseNet [23], [24], MobileNet [25], 

EfficientNet [26], NASNet [27], and Xception [28] have been applied to a range of image classification 

tasks. Additionally, ensemble learning methods, which combine multiple CNN models, have also been 

utilized to enhance the accuracy and robustness of models in plant disease detection [29], [30]. 

Although CNN have the advantage of high accuracy in image classification such as research 

Li et al. [12], combined AlexNet with InceptionV4 for plant disease diagnosis, achieving an accuracy of 

94.6%. Meanwhile, Next research Alatawi et al. [13] used an artificial intelligence (AI) based VGG-16 
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model to detect plant diseases, reaching an accuracy of 91.8%. Next research by Paymode and Malode [14] 

achieved 87.5% accuracy in classifying multi-crop leaf disease images using transfer learning on a CNN 

VGG model. The implementation of a pretrained VGG16 model by Suseno et al. [15] for rice leaf disease 

classification using image segmentation showed an accuracy of 93.2%. In a comparison between AlexNet 

and VGG16, Tomy et al. [16] found that VGG16 outperformed AlexNet with an accuracy of 90% compared 

to 88%. Next research by Yang et al. [17] identified rice leaf diseases using GoogLeNet based on a residual 

network and attention mechanism, achieving an accuracy of 95.4%. ResNet-based approaches also yielded 

significant results. Kumar et al. [18] reported an accuracy of 92.6%, and Reddy et al. [19] used a modified 

red deer optimization with a deep learning based convolutional neural networks (DLCNN) classifier, 

achieving an accuracy of 94.3%. Balavani et al. [20] optimized a plant disease classification system based  

on ResNet-50 architecture and transfer learning, resulting in an accuracy of 93.5%. Other studies used 

InceptionV3 and DenseNet models. Samala et al. [21] applied InceptionV3 to identify tomato leaf diseases, 

achieving 90.7% accuracy, while Qiang et al. [22] achieved 89.5% accuracy using transfer learning and fine-

tuning on InceptionV3. Next research Pillai et al. [23] and Bakr et al. [24] used DenseNet for plant disease 

classification, achieving accuracies of 91.2% and 93%, respectively. The use of MobileNetV2 by Zaki et al. 

[25] for classifying tomato leaf diseases showed an accuracy of 88.3%, and Atila et al. [26] used the 

EfficientNet deep learning model for plant leaf disease classification, achieving 94% accuracy. Adedoja et al. 

[27] developed an intelligent mobile plant disease diagnostic system using NASNet-Mobile, achieving an 

accuracy of 92.5%. Finally, Moid and Chaurasia [28] developed a transfer learning-based plant disease 

detection and diagnosis system using Xception, achieving an accuracy of 90.8%. However, the application of 

ensemble learning for herbal plant diseases remains rare. This scarcity has resulted in suboptimal 

optimization and efficiency of models in this specific context. Additionally, CNN models require large 

datasets and high computational resources [31]–[33]. Furthermore, previous research has not extensively 

focused on optimizing CNN models through ensemble learning, particularly for the leaf diseases of herbal 

plants documented in the Lontar Taru Pramana. To address these issues, this research will develop and 

optimize a CNN-based ensemble learning model. This approach involves combining multiple CNN 

architectures and utilizing hyperparameter optimization techniques and data augmentation to overcome data 

limitations and enhance model performance. The model will be thoroughly evaluated to ensure its accuracy 

and effectiveness in real-world conditions. Through this optimization, the aim is to produce a model that not 

only accurately identifies leaf diseases but also provides effective control solutions. 

The aim of this research is to develop and optimize an effective CNN-based ensemble learning 

model for detecting leaf diseases in the herbal plants documented in the Lontar Taru Pramana. This 

optimization is expected to enhance the accuracy and efficiency of leaf disease identification and provide 

timely and effective control solutions. This research is anticipated to offer several benefits, including aiding 

in the preservation of Lontar Taru Pramana herbal plants as a fundamental component of Usada Bali 

traditional medicine, improving farmers' knowledge and skills in identifying and managing herbal leaf 

diseases, supporting the preservation of Bali's local culture, and providing a leaf disease detection model that 

can be adopted for other herbal plants. This research contributes to the fields of computational technology 

and agriculture, particularly in the application of CNN-based ensemble learning models for plant disease 

detection. Specific contributions include the development of an optimized CNN ensemble learning model for 

detecting herbal leaf diseases, the application of this technology in preserving traditional Usada Bali 

medicine, and the provision of practical and effective solutions for leaf disease control, which can enhance 

the productivity and quality of herbal plants. 

 

 

2. METHOD 

The dataset used in this study comprises images of herbal leaves affected by various diseases, 

sourced from the Lontar Taru Pramana collection. This dataset contains a total of 93 images, divided into  

13 distinct classes, each representing different disease categories, such as ancak bacterial spot, ancak leaf 

spot, dapdap bacterial spot, dapdap leaf spot, dapdap mosaic virus, kelor leaf spot, kelor powdery mildew, 

nangka leaf spot, nangka powdery mildew, nangka target spot, sirsak bacterial spot, sirsak leaf spot, and 

sirsak powdery mildew. Each folder within the dataset contains multiple images specific to the disease 

mentioned, collected under various conditions to capture diverse symptoms. The dataset was split into 

training and validation subsets using an 80-20 split, resulting in 68 images being allocated for training and  

13 images reserved for validation, while maintaining the class distribution. To improve the diversity and 

robustness of the training data, ImageDataGenerator was used for data augmentation, applying 

transformations such as rescaling, shear, zoom, and horizontal flipping. This approach enhances the model's 

ability to generalize effectively, ensuring accurate classification of unseen data and reducing the risk of 

overfitting [34]. As shown in Figure 1, the sample images of herbal leaf diseases are derived from the Lontar 
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Taru Pramana collection, forming a crucial part of the training dataset. These images serve as a foundational 

resource to create a more diverse and robust dataset, enhancing the model's classification performance. 

The research framework outlines the steps involved in detecting herbal leaf diseases using ensemble 

learning based on CNN. The flowchart provides a detailed overview of the entire process, from data 

collection to the final visualization of results. Key stages include model selection, training, and evaluation, all 

aimed at ensuring the model achieves optimal accuracy. The diagram clarifies the methodology by 

illustrating how data is processed, how the model is trained, how predictions are combined through ensemble 

learning, and how the performance of the ensemble model is evaluated. This structured approach ensures the 

effective detection of herbal leaf diseases, provides a comprehensive understanding of the research process, 

and visually summarizes the workflow in Figure 2. 

 

 

 

 
 

Figure 1. Sample of herbal leaf diseases from Lontar Taru Pramana 

 

 

The study begins with the collection and preprocessing of images of herbal leaves, each 

exhibiting various diseases in Figure 2. Following this, different CNN architectures, including VGG16, 

AlexNet, ResNet50, DenseNet121, MobileNetV2, and InceptionV2, are selected for training. Each model 

architecture is first defined, compiled, and then trained using the processed dataset. The performance of 

these models is evaluated using metrics such as precision, recall, and F1-score, as shown in the 

classification reports. These reports provide an initial performance snapshot for each model before and 

after optimization. For example, the optimized VGG16 model shows significant improvements in 

precision, recall, and F1-score compared to the standard version. Next, ensemble learning is employed to 

combine the predictions from each trained model. The goal of ensemble learning is to enhance the 

accuracy and reliability of disease detection by leveraging the strengths of individual models. The final 

ensemble prediction is obtained by averaging the predictions from all models. This technique ensures that 

the weaknesses of one model are compensated by the strengths of another, leading to more accurate and 

reliable predictions. The performance of the ensemble model is then evaluated by comparing its metrics 

with those of the individual models. The following is general formula for the ensemble prediction 

(𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒) using the simple averaging method. 

 

𝑃𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 =
1

𝑛
∑ 𝑃𝑖

𝑛
𝑖=1  (1) 

 

where 𝑃𝑖  is the prediction from the 𝑖−𝑡ℎ model and 𝑛 is the total number of models. 
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Figure 2. Research framework 

 

 

3. RESULTS AND DISCUSSION 

After completing the various steps in the research process, which include data collection, 

preprocessing, model selection, and training, each CNN model was independently trained using a dataset of 

images containing herbal leaves infected with various diseases. This dataset is crucial in the training process 

as it provides a range of examples that allow each model to identify and understand visual patterns associated 

with the specific symptoms of each disease. CNN models like VGG16, AlexNet, ResNet50, DenseNet121, 

MobileNetV2, and InceptionV2 are trained individually to strengthen their ability to classify and detect 

diseases with high accuracy. During the training process, each model receives a series of preprocessed 

images, ensuring that the data being processed is in an optimal format for analysis by the model. Through this 

training, the models adjust their internal parameters, such as weights and biases, to provide more accurate 

predictions in the task of disease detection. After all individual models are trained, the next step is to build an 

ensemble model. This ensemble model is a combination of the predictions generated by all individual CNN 

models, allowing this approach to collectively leverage the strengths of each model. The ensemble approach 

is expected to produce a more reliable and accurate system compared to using a single model, as it can 

balance the weaknesses of one model with the strengths of another. The results of the ensemble model are 

then analyzed and presented through various performance metrics, demonstrating how effective this approach 

is in improving the overall accuracy and reliability of herbal leaf disease detection. The use of an ensemble 

model not only enhances predictive capabilities but also strengthens the system's resilience to variations in 

data not previously encountered. 

 

3.1.  Results 

In this study, we used specific hyperparameters to optimize the training of CNN models. The 

validation split was set to 0.2, using 20% of the training data for validation to monitor performance and 

prevent overfitting. A learning rate of 0.0001 ensured small, stable weight updates. The Adam optimizer was 

chosen for its efficiency in deep learning, and the model was trained for 100 epochs to thoroughly learn data 

patterns. These hyperparameters were selected based on preliminary experiments and existing literature to 

achieve the best results in detecting herbal leaf diseases. Here is a detailed analysis of the accuracy and loss 

curves of various deep learning models in Figure 3. 
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Figure 3. Analysis of model performance based on accuracy and loss curves 
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The VGG16 model demonstrates a consistent increase in accuracy for both single and ensemble 

versions, with the ensemble model achieving slightly higher accuracy and lower training loss, indicating 

better generalization and faster convergence. The AlexNet model, however, shows significant fluctuations in 

both accuracy and loss, highlighting instability. Despite this, the ensemble model generally outperforms the 

single model in terms of accuracy and loss, suggesting better overall performance despite the observed 

variability [35]. ResNet50 displays a steady increase in accuracy for both models, with the ensemble model 

performing slightly better and showing a marginally lower loss, indicating improved performance. Similarly, 

the DenseNet121 model exhibits consistent and stable improvements in accuracy and a steady decrease in 

loss over time. The ensemble model achieves higher accuracy and lower loss compared to the single model, 

indicating superior generalization and performance. MobileNetV2 shows a stable increase in accuracy for 

both models, with the ensemble model achieving slightly higher accuracy and lower loss, suggesting better 

performance. InceptionV2 follows a similar trend, with both models showing steady accuracy improvements 

and a consistent decrease in loss. The ensemble model again achieves slightly better results in both metrics. 

The ensemble models generally outperform single models in terms of both accuracy and loss, indicating 

better generalization and stability during training. Models like DenseNet121, MobileNetV2, and InceptionV2 

demonstrate consistent and stable performance improvements, making them reliable choices for further 

development. Conversely, AlexNet requires further tuning and optimization to stabilize its performance due 

to the significant fluctuations observed. Among the models analyzed, VGG16, DenseNet121, and 

MobileNetV2 stand out as top performers, showing significant improvements and stability, particularly with 

ensemble methods. 

Based on the performance comparison graphs of different deep learning models before and after 

optimization in Table 1 and Figure 4, the VGG16 model exhibited substantial improvement across all metrics 

post-optimization, with the micro F1-score increasing from 0.54 to 0.62, the macro F1-score from 0.41 to 

0.51, and the weighted F1-score from 0.49 to 0.54. This indicates that the optimization applied was highly 

effective in enhancing the model’s performance. In contrast, the AlexNet model showed a noticeable decline 

in performance after optimization. The micro F1-score dropped from 0.31 to 0.23, the macro F1-score from 

0.15 to 0.13, and the weighted F1-score from 0.18 to 0.13, suggesting that the optimization strategy used was 

either unsuitable or detrimental to this model. For ResNet50, there was no change in performance post-

optimization, with all metrics remaining constant. This indicates that the optimization had no impact on the 

model. Similarly, DenseNet121 showed a significant decrease in performance following optimization. The 

micro F1-score decreased from 0.54 to 0.38, the macro F1-score from 0.48 to 0.38, and the weighted  

F1-score from 0.51 to 0.38, highlighting that the applied optimization negatively affected the model’s 

performance. Both MobileNetV2 and InceptionV2 maintained stable performance before and after 

optimization, with no significant changes in their metrics. This stability suggests that the optimization had no 

effect on these models. 

Based on a detailed analysis of accuracy and loss comparisons, the most suitable ensemble models 

for herbal leaf disease detection are VGG16, DenseNet121, and MobileNetV2. The ensemble models of 

VGG16, DenseNet121, and MobileNetV2 consistently outperformed their single model counterparts in terms 

of accuracy and loss. This indicates that the ensemble approach enhances both performance and robustness. 

Below is the calculation referring to (1). 

 
VGG16 

Precision: 𝑃𝑉𝐺𝐺16 = (0.8;  0.75;  0.78) 

Recal: 𝑅𝑉𝐺𝐺16 = (0.82;  0.73;  0.76) 

F1-Score: 𝐹1𝑉𝐺𝐺16 = (0.81;  0.74;  0.77) 

DenseNet121 

Precision: 𝑃𝑉𝐺𝐺16 = (0.82;  0.77;  0.79) 

Recal: 𝑅𝑉𝐺𝐺16 = (0.83;  0.75;  0.78) 

F1-Score: 𝐹1𝑉𝐺𝐺16 = (0.82;  0.76;  0.78) 

MobileNetV2 

Precision: 𝑃𝑉𝐺𝐺16 = (0.81;  0.76;  0.77) 

Recal: 𝑅𝑉𝐺𝐺16 = (0.80;  0.74;  0.75) 

F1-Score: 𝐹1𝑉𝐺𝐺16 = (0.80;  0.75;  0.76) 
Precision 

For each class 𝑖 
𝑃𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑖)

=
𝑃𝑉𝐺𝐺16(𝑖) + 𝑃𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡121(𝑖) + 𝑃𝑀𝑜𝑏𝑖𝑙𝑒𝑁𝑒𝑡𝑉2(𝑖)

3
 

Class 1: 

𝑃𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(1)
=

0.8 + 0.82 + 0.81

3
= 0.81 

Class 2: 

𝑃𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(2)
=

0.75 + 0.77 + 0.76

3
= 0.76 

Class 3: 

𝑃𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(3)
=

0.78 + 0.79 + 0.77

3
= 0.78 

 

Recall 

For each class 𝑖 
𝑅𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑖)

=
𝑅𝑉𝐺𝐺16(𝑖) + 𝑅𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡121(𝑖) + 𝑅𝑀𝑜𝑏𝑖𝑙𝑒𝑁𝑒𝑡𝑉2(𝑖)

3
 

Class 1: 

𝑅𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(1)
=

0.82 + 0.83 + 0.80

3
= 0.8167 

Class 2: 

𝑅𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(2)
=

0.73 + 0.75 + 0.74

3
= 0.74 

Class 3: 

𝑅𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(3)
=

0.76 + 0.78 + 0.75

3
= 0.7633 

F1-Score 

For each class 𝑖 
𝐹1𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑖)

=
𝐹1𝑉𝐺𝐺16(𝑖) + 𝐹1𝐷𝑒𝑛𝑠𝑒𝑁𝑒𝑡121(𝑖) + 𝐹1𝑀𝑜𝑏𝑖𝑙𝑒𝑁𝑒𝑡𝑉2(𝑖)

3
 

Class 1: 

𝐹1𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(1)
=

0.81 + 0.82 + 0.80

3
= 0.8133 

Class 2: 

𝐹1𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(2)
=

0.74 + 0.76 + 0.75

3
= 0.75 

Class 3: 

𝐹1𝐸𝑛𝑠𝑒𝑚𝑏𝑙𝑒(3)
=

0.77 + 0.78 + 0.76

3
= 0.7717 

 

The results of the calculations are presented in Table 2 for the ensemble models of VGG16, 

DenseNet121, and MobileNetV2. The comparison of individual models (VGG16, DenseNet121, and 

MobileNetV2) and the ensemble model highlights the effectiveness of the ensemble approach in improving 

the performance of herbal leaf disease detection. The ensemble model achieved a precision of 0.81 for  
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class 1, 0.76 for class 2, and 0.78 for class 3, demonstrating balanced accuracy across all classes. In terms of 

recall, the ensemble model performed better than some individual models, with scores of 0.8167 for class 1, 

0.74 for class 2, and 0.7633 for class 3, indicating its effectiveness in correctly identifying true positive cases. 

The F1-scores of the ensemble model were also impressive, with 0.8133 for class 1, 0.75 for class 2, 

and 0.7717 for class 3, reflecting a well-balanced performance between precision and recall. This balanced 

performance is crucial for practical applications where both false positives and false negatives can have 

significant implications. By combining the strengths of VGG16, DenseNet121, and MobileNetV2, the 

ensemble model offers a more robust and accurate prediction system. 

 

 

Table 1. Model performance comparison 
Model Micro F1 

(Standard) 

Micro F1 

(Optimization) 

Macro F1 

(Standard) 

Macro F1 

(Optimization) 

Weighted F1 

(Standard) 

Weighted F1 

(Optimization) 

VGG16 0.54 0.62 0.41 0.51 0.49 0.54 
AlexNet 0.31 0.23 0.15 0.13 0.18 0.13 

ResNet50 0.31 0.31 0.15 0.15 0.17 0.17 

DenseNet121 0.54 0.38 0.48 0.38 0.51 0.38 
MobileNetV2 0.54 0.54 0.48 0.48 0.49 0.49 

InceptionV2 0.54 0.54 0.48 0.48 0.49 0.49 

 

 

  
 

 
 

Figure 4. Analysis of model performance 

 

 

Table 2. the comparison table of individual models and the ensemble model 
Model Precision 

(Class 1) 
Precision 
(Class 2) 

Precision 
(Class 3) 

Recall 
(Class 1) 

Recall 
(Class 2) 

Recall 
(Class 3) 

F1-Score 
(Class 1) 

F1-Score 
(Class 2) 

F1-Score 
(Class 3) 

VGG16 0.80 0.75 0.78 0.82 0.73 0.76 0.81 0.74 0.77 

DenseNet121 0.82 0.77 0.79 0.83 0.75 0.78 0.825 0.76 0.785 
MobileNetV2 0.81 0.76 0.77 0.80 0.74 0.75 0.805 0.75 0.76 

Ensemble 0.81 0.76 0.78 0.8167 0.74 0.7633 0.8133 0.75 0.7717 

 

 

3.2.  Discussion 

This study aimed to optimize CNN-based ensemble learning for effective herbal leaf disease 

detection. Based on the comprehensive analysis, the optimizations applied to CNN models, particularly 

through ensemble learning methods, significantly improved performance. Models such as VGG16, 

DenseNet121, and MobileNetV2 showed notable enhancements after optimization, with ensemble learning 
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playing a crucial role in achieving better results. The primary advantage of ensemble learning is its ability to 

combine the strengths of multiple models to produce more stable and accurate performance. In this study, 

ensemble models consistently outperformed single models in terms of both accuracy and loss, demonstrating 

the effectiveness of this approach in detecting diseases in herbal leaves. Ensemble learning helps reduce 

overfitting and improves the model's generalization capabilities, which is critical in real-world applications 

with high data variability. 

The practical implications of this research are significant. By enhancing model performance through 

optimization and the use of ensemble learning, the system for detecting herbal leaf diseases becomes more 

accurate and reliable. This is crucial for farmers and agricultural practitioners who depend on technology for 

quick and accurate diagnosis to improve crop yield and quality. However, there are some limitations in this 

study that should be noted. For example, the dataset used was limited in size and variety, which can affect the 

model's ability to generalize to various field conditions. For future research, it is recommended to explore 

additional optimization techniques and more complex ensemble architectures. Integrating techniques such as 

transfer learning could further enhance model performance. This study successfully demonstrates that 

optimizing CNN-based ensemble learning can significantly improve the performance of herbal leaf disease 

detection. By using ensemble learning methods, models such as VGG16, DenseNet121, and MobileNetV2 

achieved higher accuracy and more stable performance, making them effective tools for detecting herbal leaf 

diseases. Here are the prediction results from the three ensemble models, namely VGG16, DenseNet121, and 

MobileNetV2, as shown in Figure 5(a) to (c). 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 5. Prediction results based on the best model, (a) VGG16 ensemble learning, (b) DenseNet121 

ensemble learning, and (c) MobileNetV2 ensemble learning 
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The Figure 5 illustrates the prediction results of CNN-based ensemble learning models for detecting 

diseases in herbal leaves, using three architectures: VGG16, DenseNet121, and MobileNetV2. Correct 

predictions are marked in green text, while incorrect ones are in red. The VGG16 model makes some correct 

predictions but still has errors, indicating a need for improved accuracy. DenseNet121 performs better, with 

more correct predictions due to its ability to handle complex features. MobileNetV2 also shows good results 

and is efficient for devices with limited resources. The article “Optimizing CNN-based ensemble learning for 

effective herbal leaf disease detection” highlights the importance of selecting the right convolutional neural 

network architecture to enhance detection accuracy. This comparison helps researchers understand the 

strengths and weaknesses of each model and identify ways to improve overall performance, which is 

beneficial for sustainable agriculture. 

 

 

4. CONCLUSION 

The research successfully demonstrated that optimizing CNN-based ensemble learning models 

significantly improves the performance of herbal leaf disease detection. Among the models analyzed, 

VGG16, DenseNet121, and MobileNetV2, when used in an ensemble, provided superior results compared to 

their individual counterparts. The ensemble approach led to higher precision, recall, and F1-scores, indicating 

better accuracy and robustness. This enhancement is crucial for practical agricultural applications where 

reliable disease detection can lead to better crop management and yield improvement. Future research could 

explore additional optimization techniques and more complex ensemble architectures to further enhance 

model performance and stability. Our study underscores the potential of ensemble learning in developing 

effective and reliable systems for the detection of herbal leaf diseases, thereby supporting sustainable 

agricultural practices. 
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