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 This article presents a comprehensive comparative analysis of two advanced 

hybrid machine learning approaches for keyword extraction: bidirectional 

encoder representations from transformers (BERT) combined with 
autoencoder (AE) and term frequency-inverse document frequency (TF-IDF) 

combined with autoencoder. The research targets the task of semantic 

analysis in text data to evaluate the effectiveness of these methods in 

ensuring adequate keyword coverage across diverse text corpora. The study 
delves into the architecture and operational principles of each method, with a 

particular focus on the integration with autoencoders to enhance the 

semantic integrity and relevance of the extracted keywords. The 

experimental section provides a detailed performance analysis of both 
methods on various text datasets, highlighting how the structure and 

semantic richness of the source data influence the outcomes. The evaluation 

methodology includes precision, recall, and F1-score metrics. The paper 

discusses the advantages and disadvantages of each approach and their 
suitability for specific keyword extraction tasks. The findings offer valuable 

insights for the scientific community, aiding in the selection of the most 

appropriate text processing method for applications requiring deep semantic 

understanding and high accuracy in information extraction. 
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1. INTRODUCTION 

In modern text processing [1]–[3], the task of keyword extraction [4]–[6] has become increasingly 

significant, playing a crucial role in the organization, search, and analysis of information [7], [8]. Effective 

keyword extraction [9], [10] enhances the performance of search engines, recommendation systems, as well 

as analytical and educational tools. Therefore, the development and comparison of machine learning  
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methods capable of automating and optimizing this process is a relevant research task. This work conducts  

an in-depth analysis of two hybrid approaches: bidirectional encoder representations from transformers 

(BERT)+autoencoder (AE) and term frequency-inverse document frequency (TF-IDF)+autoencoder. Both 

methods leverage modern advances in machine learning [11], [12] and natural language processing to handle 

large volumes of textual data [13]. The BERT model [14], [15], developed by Google, represents a cutting-

edge technology for understanding the semantics of words in a text, while TF-IDF [16], [17] is a traditional 

statistical method for assessing the importance of a word in a document and collection. Integrating these 

approaches with autoencoders, which efficiently compress and reconstruct data, enhances the quality and 

semantic richness of the extracted keywords. 

The purpose of our study is to compare these two methods in keyword extraction to evaluate their 

ability to adequately cover keywords in different text corpora. We analyze the architecture, operating 

principles, and integration features of each method with autoencoders, and conduct experimental 

comparisons on several text datasets. This allows us to identify differences in their effectiveness, depending 

on the structure and semantics of the source data. Particular attention is paid to the methodology for assessing 

the quality of keyword extraction, including accuracy, recall and F1-measure. The results of our study 

provide important input to the scientific community and can help in selecting the most suitable method for 

specific applications that require deep semantic analysis and high accuracy in text processing. 

Yang et al. [18] discusses a theoretical framework for analyzing semantic perception performance 

using a stochastic geometry tool. The method helps to understand the performance of semantic networks 

from a macroscopic perspective. First, contextual space is transformed into semantic space during the process 

of semantic perception. Secondly, for text data of different styles (literary and scientific), two typical 

semantic reflection models are created using stochastic geometry theory, and keyword covering expressions 

are derived. Thirdly, using various parameters, the correctness and efficiency of the proposed models are 

verified through simulation results and analysis. Bhuyan et al. [19] examines the use of bibliometric analysis 

to explore new topic areas in the field of urban mobility. The authors improved the traditional method of 

keyword co-occurrence analysis by using the rapid keyword extraction (RAKE) algorithm to automatically 

extract keywords from document annotations and create a semantic similarity matrix between these 

keywords. The weighted co-occurrence matrix, combining frequency and semantic relatedness of keywords, 

demonstrated higher modularity and better quality of clusters compared to the unweighted one. This 

improvement has enabled the identification of more meaningful and relevant topic areas, which contributes to 

the further development of research in urban mobility. Goz and Multu [20] presents a keyword extraction 

technique called SkyWords, which combines supervised and non-supervised approaches. SkyWords uses the 

skyline operator and majority voting to select high-quality candidate keywords, and ranks them based on 

semantic similarity to the document using the MPNet sentence transformer. Experiments on six benchmark 

datasets showed that SkyWords significantly reduced the number of candidate keywords and provided 

improvements in precision, recall, and F1-score compared to baseline methods. 

Sharma and Kumar [21] presents a new hybrid semantic document indexing system that uses 

machine learning techniques and domain ontology to improve information retrieval systems. The proposed 

method applies a skip-gram machine learning model with negative sampling and a domain ontology to 

identify concepts for annotating unstructured documents, and introduces an algorithm for ranking concepts 

based on multiple features, including statistical, semantic and scientific named entities. Experiments on five 

computer science benchmark datasets show that the proposed method outperforms state-of-the-art techniques, 

improving average accuracy by 29% and F-measure by 25%. Improved metrics confirm the system's ability 

to accurately extract document concepts even when the same concept is labeled with different terms, and to 

find similar concepts when terms are missing from the domain ontology. Breit et al. [22] explores a new  

sub-field of artificial intelligence, semantic web machine learning (SWeML), which combines machine 

learning components with techniques developed by the semantic web community. The authors conducted a 

systematic study and analyzed nearly 500 papers published over the past decade to evaluate the architectural 

and application features of SWeML systems. The analysis showed a rapidly growing interest in SWeML 

systems and their significant impact on various application areas. The main catalysts for this growth are the 

widespread use of deep learning and knowledge graph technologies. An important contribution of the article 

is the development and publication of a classification system for SWeML systems in the form of an ontology. 

Additionally, this work becomes particularly relevant in the classification of documents with a large 

amount of data. The analyzed methods can be utilized to significantly improve the accuracy and efficiency of 

processing large-scale text sets. This improvement is crucial given the constant growth of information flows 

and the increasing need for rapid processing. By employing these hybrid approaches, organizations can better 

manage and analyze extensive collections of textual data, leading to more effective information retrieval and 

knowledge discovery. This relevance underscores the importance of continuous advancements in machine 

learning and natural language processing to keep pace with the expanding volume of data. 
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2. METHOD 

In this study, we focused on two hybrid machine learning methods: BERT+autoencoder and  

TF-IDF+autoencoder, to evaluate their effectiveness in the task of extracting keywords from large text 

corpora using semantic data mining. Both methods integrate the concepts of deep learning and autoencoders 

[23]–[25], which allows not only to analyze texts at a surface level, but also to penetrate deep semantic and 

contextual relationships between words and phrases, enriching the process of keyword extraction. The first 

step in our research was to use the TF-IDF method, which allows us to evaluate the importance of each word 

in a document in relation to the entire text corpus. TF-IDF calculates word weights based on their frequency 

in a document and the inverse frequency of the documents in the corpus where they occur. This approach 

helps reduce the influence of frequently used but uninformative words by highlighting those that are unique 

to specific texts. The resulting vector representations of words served as input data for the subsequent stage 

of processing by the autoencoder. The autoencoder used in this work consists of two main components: an 

encoder and a decoder. The encoder compresses the vector representation of text obtained with TF-IDF into a 

denser and more informative internal representation. The decoder then works to reconstruct the original 

vector from this compressed representation, trying to minimize information loss. The goal of this stage is to 

train the model so that it can extract and retain the most significant semantic features from the source text, 

which improves the quality and accuracy of extracted keywords. 

The use of autoencoders in combination with TF-IDF in Figure 1 significantly improved the 

semantic integrity of the selected keywords. This technique provides deeper analysis of text data, revealing 

hidden connections and meanings of words in a broader sense. Thus, the integration of these approaches 

contributes to the creation of more powerful and accurate text mining tools, which is an important step 

towards automating keyword extraction and improving information retrieval and big data processing. 

 

 

 
 

Figure 1. Architecture of the hybrid method TF-IDF+autoencoder 

 

 

To improve text data analysis and more accurately extract keywords, this study used the BERT 

model in Figure 2. BERT is one of the advanced methods in the field of natural language processing that uses 

transformer attention mechanisms to analyze texts. A special feature of BERT is its ability to process text 

bidirectionally, which allows the model to simultaneously analyze the meaning of words both from left to 

right and from right to left. This bidirectional text understanding greatly enhances the model's ability to 

capture semantic relationships between words, providing deep insight into contextual nuances and improving 

the quality of keyword extraction. After processing the text using BERT, the next step was to use an 

autoencoder to compress the resulting vector representations. Autoencoders, consisting of an encoder and a 

decoder, work on the principle of minimizing information loss when moving from the original vector to the 

compressed representation and back. In our case, the encoder compressed the multidimensional BERT 

vectors into denser vectors, which the decoder then attempted to reconstruct. The purpose of this procedure 

was to highlight and retain the most significant information contained in the text, thereby ensuring high 

accuracy and quality in keyword extraction. This compression helped improve the manageability and analysis 

of large volumes of data, identifying the most important elements of text for later use in various information 

processing applications. 

The use of combined BERT and TF-IDF methods with autoencoders in our study allowed us to more 

fully understand the importance of contextual text processing for keyword extraction. Particularly important 
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was the bidirectional understanding of meaning that BERT provides. This allows you not only to analyze the 

sequence of the text, but also to take into account many contextual dependencies, which significantly 

enriches the perception of the text. Combining these technologies with autoencoders, which effectively 

compress information, enhances this effect, highlighting the most significant semantic attributes and 

improving the quality of extracted keywords. The experimental results confirmed that such an integrated 

application of methods not only increases the accuracy of keyword identification, but also contributes to a 

deeper analysis of texts. Using autoencoders to compress information helps avoid data overload and makes 

data processing more manageable and efficient. This is especially important when working with large text 

corpora, where each word and its meaning can have a significant impact on the outcome of the analysis. 

Ultimately, this approach not only improves the accuracy of keyword extraction, but also enriches the 

understanding of text structure and meaning, which is critical in many fields, including scientific research, 

knowledge management and information retrieval. 

 

 

 
 

Figure 2. Architecture of the hybrid method BERT+autoencoder  

 

 

3. RESULTS AND DISCUSSION  

For the study, 182 scientific articles were used, covering various scientific fields. These areas 

include biology, computer science, physics, chemistry, psychology and linguistics. Each category represents 

a specific area of knowledge and includes approximately 20 to 25 documents. This variety of categories 

provides a comprehensive analysis and allows you to evaluate the effectiveness of keyword extraction 

methods in different scientific disciplines. The articles were selected in such a way as to evenly represent 

each scientific area, which allows us to draw more generalized conclusions about the applicability of the 

selected methods in various areas. To conduct the experiments, we used a variety of text datasets covering a 

variety of topics and writing styles. Evaluation methods included analysis of precision, recall, and  

F1-measures to evaluate the quality of keyword extraction. Keywords extracted using both methods were 

visualized using k-means and principal component analysis (PCA) methods to analyze the clustering and 

relative positions of words in vector space. These methods helped evaluate how keywords are grouped based 

on their semantic proximity and topic relevance. 

Figure 3 shows the relationship between points can be interpreted as the degree of semantic or 

closeness between keywords. Clusters with closely grouped points may indicate more clearly defined themes 

or concepts in the data. The color scale on the right shows the weight or metric associated with the keywords, 

but its nature is difficult to determine without additional words. This could be the importance or frequency of 

keywords in the data set. Keyword clustering is presented in two graphs using k-means and PCA methods. 

The BERT model visualization shows a clearer and more explicit distribution of clusters, indicating a more 

expressive and differentiated vector representation of words. This suggests that the vectors produced by 

BERT better reflect the semantic similarities and differences between keywords, which is important for good 

clustering. The presented graph shows the results of keyword clustering using a combination of TF-IDF and 

autoencoders. For dimensionality reduction and subsequent visualization, k-means and PCA methods are 

used. The results show the formation of clusters with varying degrees of concentration and dispersion in two-

dimensional space, which indicates the main trends in the semantic proximity of keywords in the test data set. 

The color scale can display additional metrics associated with each keyword. 
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Figure 3. The result of keyword clustering using the TF-IDF+autoencoder method 
 

 

Figure 4 shows the text result with a list of keywords and their corresponding percentages. This data 

is extracted from the text of scientific articles using the TF-IDF method in combination with an autoencoder, 

as described. TF-IDF, which stands for “document inverse term frequency,” is a statistical measure used to 

evaluate the importance of a word in a document that is part of a collection or corpus. Autoencoders can be 

used to reduce data size, helping to identify the most important details. 

 

 

 
 

Figure 4. The result of keyword classification using the TF-IDF+autoencoder method 

 

 

Figure 5 shows the keyword clustering results obtained from the test data set using the Burt model 

adapted by the autoencoder. K-means and PCA methods were used to visualize the results in two-

dimensional space. On the graph, each point corresponds to a keyword, the colors of the points indicate the 

cluster to which the keyword belongs, and their position is determined by the values of the first two principal 

components obtained using PCA. 

In the figures, the metrics of the decision tree classifier model for the training and test data sets 

remained unchanged. This is because the tree returns predictions not as probabilities, but as integers. The 

accuracy of the models is high in the original tables with a threshold of 0.5, since in the data under study the 

number of one class significantly exceeds the number of another. Models are good at predicting bad customer 

data, but bad at predicting good ones. Therefore, it is advisable to rely on other indicators. After adjusting the 

threshold, the main metrics increased significantly for all models except the decision tree, indicating the 

positive impact of choosing the right thresholds. 
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Figure 5. The result of keyword clustering using the BERT+autoencoder method 

 

 

Figure 6 shows a list of keywords extracted from the text of a scientific article using a combination 

of the Burt model and an autoencoder, where each keyword is assigned a certain percentage. It shows the 

contribution of each keyword in the processed text. Words related to machine learning and artificial 

intelligence are at the top of the list. The presence of the word “learning” in first place with a share of 5.78%, 

followed by the word “deep” with a share of 4.33% shows that the topic of deep learning is given special 

attention in the analyzed text. The following terms “network,” “data,” and “neural” support this by focusing 

on neural networks and data. The keywords “significant,” “area,” “machine,” “processing,” and “computing” 

can also play a role in the content of the article, but indicate fewer additional aspects or characteristics 

compared to the main topic. 

 

 

 
 

Figure 6. Classification result using the BERT+autoencoder method 

 

 

The results of the study show that the BERT method combined with an autoencoder demonstrates 

better results compared to the TF-IDF method combined with an Autoencoder in the task of keyword 

extraction. This demonstrates the ability of the BERT+autoencoder method to gain a deeper understanding of 

natural language. It also adapts better to complex text data. The training history of the models is represented 

by graphs showing the change in error during training and testing. The model plots show that the error in 

both the training and testing phases decreased steadily and consistently across all epochs. This demonstrates 

the high generalization ability of the BERT model, which is able to reliably learn information without 
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obvious signs of overfitting. In contrast, no data is presented for the TF-IDF model, but based on general 

trends in machine learning, it can be assumed that TF-IDF may perform well on certain types of data, but 

may be inferior to the BERT model in complex natural language processing tasks. Figure 7 is a graph 

showing the comparative results of two different methods for extracting keywords from scientific articles 

using a combination of TF-IDF and autoencoders. The graph shows two lines: “read error” and “read error 

validation,” where the x-axis is labeled “epochs,” indicating the number of iterations, or passes, of the 

learning algorithm through the data set. The graph displays the training error and validation error measured 

and recorded at specific stages. Judging by the table, the training error decreases sharply at the initial stage, 

indicating that the model quickly improves in reproducing the target keywords from the training data. 

However, the validation error remains relatively constant throughout the process, which may indicate 

overfitting or the model's inability to improve performance on new, unknown data. This highlights the 

importance of monitoring both errors, as significant improvements in training error without improvements in 

testing error may indicate a need to refine the model to improve its generalizability and perhaps adjust or 

obtain other data sets for testing. It is also important to note that the graph does not provide information about 

error values, since the Y-axis is labeled “quantitative error” and has a scale of 0 to 0.2 with no additional 

labels indicating absolute error values, meaning that to accurately explain errors and performance methods 

requires additional text or data. 

In Figure 8, the vertical axis (Y) is labeled “catalyst mass” and represents the error value represented 

on a negative logarithmic scale, as seen by the prefix “1e13” in the upper left corner, making the error 

distribution more visual, especially over a large range of values. Both curves have the same shape, indicating 

that the training error and the testing error decrease in close correlation during the training process. This is a 

positive sign that the model not only learns the training data well, but also adequately generalizes the 

acquired knowledge to data not included in the training set. The similarity of the trajectories of these curves 

may indicate that the model's training process was constant and there was no overfitting, which is a common 

problem in deep learning where the model performs well on training data but poorly on unprecedented data. 

 

 

  
 

Figure 7. Training and validation result for  

TF-IDF+autoencoder, showing error dynamics 

during training 

 

Figure 8. Training result for BERT+autoencoder, 

showing improvement in model quality as training 

progresses 

 

 

The keyword extraction results from both methods show that both models identify the same terms as 

meaningful. However, with a deeper understanding of word semantics, BERT can identify more nuanced and 

contextually relevant keywords, making it suitable for keyword extraction tasks from complex scientific 

texts. BERT is well established for its ability to analyze texts, making it very effective at extracting 

keywords. Unlike TF-IDF, which considers each word in isolation, BERT takes into account bidirectional 

relationships between words, which allows you to more accurately understand their meaning in the text. This 

is especially important when analyzing scientific articles, where the same terms may have different meanings 

in different categories. In conclusion, based on the analysis, it can be concluded that the BERT method with 

autoencoder outperforms TF-IDF with autoencoder in the task of extracting keywords from scientific texts. 

BERT not only provides better clustering and keyword extraction, but also shows a consistent reduction in 

errors during training and testing. With its powerful word representation and deep semantic analysis 

capabilities, BERT is the preferred choice for processing complex scientific materials where the precise 

meaning of each term is critical. 
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4. CONCLUSION 

This article provides a thorough comparative analysis of two modern hybrid approaches in machine 

learning for extracting keywords from scientific texts: BERT in combination with autoencoder and TF-IDF also 

in combination with an autoencoder. Based on the conducted research, the following conclusions can be drawn. 

First, the results showed that BERT+autoencoder performed better than TF-IDF+autoencoder in the keyword 

extraction task. This demonstrates the BERT model's ability to better understand natural language and better 

adapt to complex text data. BERT's bidirectional text processing allows the model to take into account 

relationships between words, which greatly improves the accuracy and relevance of extracted keywords. 

Second, the training history of the models, represented by graphs, shows that the error in both the 

training and testing phases for the BERT model decreased steadily in all epochs, demonstrating its high 

generalization ability without signs of overfitting. In the case of the TF-IDF model, a similar trend was not 

revealed, which may indicate its lower efficiency in processing complex texts. Thirdly, visualization of 

keyword clustering results using K-means and PCA methods confirmed the advantage of the BERT model. 

Vector representations of words obtained using BERT better reflect the semantic similarities and differences 

between keywords, which facilitates more accurate clustering and in-depth text mining. Thus, we can 

conclude that the BERT method with autoencoder is superior to TF-IDF with autoencoder in the task of 

extracting keywords from scientific texts. BERT not only provides better clustering and keyword extraction, 

but also shows a consistent reduction in errors during training and testing. With its powerful word 

representation and deep semantic analysis capabilities, BERT is the preferred choice for processing complex 

scientific materials where the precise meaning of each term is critical. 
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