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 Statistics from reputable sources, including the World Health Organization 

(WHO), demonstrate that cancer is a leading cause of death globally, 

accounting for millions of deaths each year. When it comes to the early 
identification of cancer, machine learning (ML) is crucial. To analyze 

complex data and identify minute patterns that may indicate the presence of 

cancer, it employs robust computational approaches. Improving patient 

outcomes relies on early cancer detection since it paves the way for faster 
treatment and intervention, which might lead to better prognoses and higher 

survival rates. To choose features, this study intends to build an ML-based 

ensemble model utilizing ant colony optimization (ACO) and ant lion 

optimization (ALO). Next, ML classifiers are used as the initial predictions' 
basis learners. The last forecast is the result of combining two ensemble 

methods: voting and averaging classifiers. Four distinct cancer microarray 

datasets are used to assess the approach. With an accuracy of 99.08% on the 

Lung cancer dataset, the voting ensemble classifier outperforms the others, 
according to the empirical analysis. 

Keywords: 

Ant colony optimization 

Ant lion optimization 

Averaging classifier 

Cancer 

Machine learning 

Voting classifier 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Amrutanshu Panigrahi 

Department of Computer Science and Engineering, Institute of Technical Education and Research (ITER), 

Siksha ‘O’ Anusandhan (Deemed to be University) 

Bhubaneswar, Odisha, India  

Email: amrutansup89@gmail.com 

 

 

1. INTRODUCTION 

Cancer significantly contributes to the increasing worldwide mortality rate. It is a powerful 

competitor, causing the death of almost 10 million people each year, as reported by the World Health 

Organization (WHO) [1]. The effect of cancer is magnified by its many manifestations, which include lung, 

breast, colorectal, prostate, and stomach cancers. Various factors contribute to the high occurrence of the 

disease, including genetic predispositions, lifestyle decisions such as tobacco intake and sedentary behaviors, 

environmental contaminants like radiation, and infectious agents like hepatitis and human papillomavirus [2]. 

The difficulty increases since early diagnosis is challenging, as many malignancies do not exhibit 

recognizable symptoms until they have reached the late stages, which increases the overall number of cancer-

related fatalities worldwide [3]. 

Machine learning (ML) is essential in transforming cancer detection and therapy. Integrating this 

technology into healthcare systems has facilitated the precise and efficient identification of malignant tissues, 

assisting in early cancer diagnosis and the development of personalized treatment plans [4]. Machine learning 

models may use extensive datasets and advanced algorithms to analyze intricate patterns and biomarkers that 

may be overlooked by human observers. Analyzing extensive genetic and clinical data may aid in identifying 
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new biomarkers, forecasting patient prognosis, and expediting medication development. Microarray data is 

crucial in cancer detection since it allows for thoroughly examining gene expression patterns in malignant 

cells. This method enables researchers and physicians to detect distinct gene signatures linked to various 

forms of cancer, facilitating precise categorization, prognosis prediction, and therapy selection [5]. 

Microarray datasets often have several genes or characteristics, a significant portion of which may 

be extraneous or duplicative for predictive modeling. Feature selection techniques aid in identifying the most 

useful and discriminative subset of features, hence lowering the dimensionality of the data while preserving 

significant information [6]. This technique not only boosts the efficiency and performance of machine 

learning models but also improves their interpretability and ability to generalize to new data. Metaheuristic 

algorithms are efficient and effective techniques for selecting features while working with microarray data in 

cancer research. Due to the complex and multi-dimensional nature of microarray datasets, metaheuristic 

algorithms such as genetic algorithms, particle swarm optimization, and simulated annealing provide a 

systematic method to identify important genes or features that play a critical role in cancer diagnosis, 

prognosis, and prediction of treatment response [7].  

Aziz [8] proposed a hybrid model with independent component analysis (ICA) with two 

metaheuristic approaches, Cuckoo search (CS), artificial bee colony (ABC), and genetic algorithm (GA), to 

propose two hybrid models with naïve Bayes (NB) classifier. Nekouie et al. [9] proposed an ensemble-based 

model for cancer diagnosis. For this, the author used a two-stage feature selection process. Initially, 

multimodal optimization and the Firefly algorithm are applied to the microarray data in the first stage. The 

next stage of feature selection is particle swarm optimization (PSO). Machine learning classifiers are applied 

to the selected features, and then to the initial prediction, the soft voting ensemble classifier is applied.  

Naji et al. [10] proposed a ML model for cancer diagnosis. The model uses five different ML classifiers to 

classify the cancer disease. To evaluate the model's accuracy, the F-1 score, specificity, and sensitivity have 

been calculated. Lu et al. [11] proposed an ensemble model for effective cancer diagnosis. Finally, different 

ML classifiers are applied to predict cancer disease. Then, the voting method is applied as the ensemble 

technique to enhance the prediction result. Tavasoli et al. [12] have proposed an ensemble machine-learning 

model for effective cancer prediction with water cycle algorithm and support vector machine (SVM) for 

feature selection and classification purposes. Sun et al. [13] have integrated the fuzzy roughest, entropy-

based feature selection with the Fisher score. The developed model uses the fisher score to reduce the number 

of genes present in the dataset. Shukla et al. [14] have proposed a ML-based hybrid model with two different 

feature selection stages. In the initial phase of the feature selection, the minimum redundancy and maximum 

relevance are applied to select the relevant genes from the dataset. Then, the next feature selection phase 

integrates two metaheuristic approaches, including the teaching learning algorithm and the gravitational 

search algorithm. The naïve Bayes classifier calculates the fitness function and classifies the cancer. 

Meenachi et al. [15] proposed another hybrid model based on the ant colony optimization algorithm (ACO), 

genetic algorithm (GA), and tabu search algorithm (TSA) followed by a fuzzy rough set classifier to classify 

cancer. Table 1 shows the summary of the reported literatures. 

 

 

Table 1. Literature survey summary 
Reference Feature selection algorithm Classifier Ensemble 

classifier 

Cancer dataset 

Aziz [8] ICA, CS, ABC, GA NB -- Colon, Lung II, Prostate, Acute 

leukemia and Leukemia 

Nekouie  

et al. [9] 

Multimodal, Firefly algorithm (FA), 

PSO 

SVM, K-nearest neighbors 

(KNN), extreme learning 

machine (ELM) 

Soft voting Brain, Colon, Leukemia, Lung, 

Prostate, Breast, SRBCT, 

Ovarian 

Naji et al. 

[10] 

-- SVM, random forest (RF), 

decision tree (DT), KNN 

-- Breast 

Lu et al. [11] -- Linear regression (LR), KNN, 

SVM, multilayer perceptron 

(MLP), DT 

Voting Cervical 

Tavasoli  

et al. [12] 

Water cycle algorithm (WCA) SVM Soft voting Leukemia, Colon, Prostate, 

DLBCL 

Sun et al. 

[13] 

Fisher score Fuzzy rough set -- SRBCT, Colon, Brain, 

Lymphoma, Leukemia 

Shukla et al. 

[14] 

Teaching learning-based algorithm 

(TLBO), gravitational search algorithm 

(GSA), minimum redundancy 

maximum relevance (mRMR) 

NB -- Leukemia 1 and 2, DLBCL, 

Prostate, Colon 

Meenachi  

et al. [15] 

ACO, GA, TS Fuzzy rough set -- DLBCL, SRBCT, Breast, 

Leukemia 
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The current work aims to propose an ensemble ML model for cancer diagnosis. The proposed work 

adopts two metaheuristic approaches, ant lion optimizer (ALO) and ant colony optimizer (ACO), to select 

relevant features from the microarray data. Then, three ML-based classifiers are applied along with the 

voting and averaging ensemble technique for classification purposes. The objectives of the current work can 

be summarized as follows: i) to implement ALO and ACO as the metaheuristic feature selection method;  

ii) to implement ML-based classifiers such as SVM, AdaBoost, XGBoost, and RF classifiers for initial 

prediction; iii) to apply the voting and averaging ensemble technique to form an ensemble ML-based 

diagnosis model; iv) to evaluate the proposed model over three kinds of cancer microarray dataset; and v) to 

measure the model's performance using different ML-based evaluative parameters, including accuracy, 

precision, recall, specificity, and F1-score. 

 

 

2. MATERIALS AND METHODS 

This section describes the dataset and the methods used to develop the proposed model. To develop 

the model, ant lion optimization and ant colony optimization are applied sequentially as the feature selection 

algorithm. Then, to the selected features, three machine learning-based classifiers, including support vector 

machine, AdaBoost, and XGBoost, are applied as the base classifiers to perform initial prediction. The  

two ensemble strategies (voting and averaging) are applied to the initial prediction to build the proposed 

model. 

 

2.1.  Dataset description 

The proposed approach was evaluated on four cancer datasets [16]. Table 2 shows the dataset 

description. All these four datasets contain microarray data with binary class values. A brief description of 

these datasets is depicted in Table 2. 

 

 

Table 2. Dataset description 
Dataset Number of Features Number of Samples Class 

Ovarian 15,154 253 2 

Lung 12,533 181 2 

Breast 24,481 97 2 

Leukemia 7,129 72 2 

 

 

2.2.  Ant lion optimization algorithm 

The ant lion optimization (ALO) method is derived from the predatory strategy used by antlions, 

where they capture ants by constructing conical trenches. Within the context of ALO, the actions of antlions 

and ants are simplified and represented as an optimization algorithm [17], [18]. In this algorithm, antlions 

symbolize potential solutions, while ants symbolize the process of searching and investigating the space of 

possible solutions. 𝐴 represents the ant, and 𝐴𝐿 represents the ant lion. The random walk of 𝐴 with random 

step size t to search the food can be modeled as (1): 

 

𝐴(𝑡) = [0, 𝐶𝑆(2Ρ(𝑡1) − 1, … . (𝑡𝑛) − 1, ) ] (1) 

 

where 𝑃(𝑡1) is the stochastic function, 𝐶𝑆 is the cumulative sum, and n is the maximum number of iterations. 

𝑃(𝑡) can be defined using (2), with r as a random variable between [0, 1].  

 

Ρ(𝑡) = { 1   𝑖𝑓 𝑟 > 0.5, 0 𝑖𝑓 𝑟 ≤ 0.5 (2) 

 

Using the random walk, the next position of the ant can be updated using (3). However, in (1) cannot used 

directly as each search space of an ant has a boundary. So, to update, the position needs to be normalized by 

using (3), which is also used to define the next position of 𝐴. 

 

𝐴(𝑡 + 1) =
𝐴(𝑡)+𝐸𝑙𝑖𝑡𝑒(𝑡)

2
  (3) 

 

where 𝐴(𝑡) is the current position of the 𝐴𝑛𝑡 and 𝐸𝑙𝑖𝑡𝑒(𝑡) is the best candidate solution found so far. In the 

final stage of hunting, when A reaches the pit of the trap of 𝐴𝐿, 𝐴𝐿 drags 𝐴 to the sand and then consumes 

the prey. Then, the 𝐴𝐿 position is updated using (3) [19]. 
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2.3.  Ant colony optimization algorithm 

Ant colony optimization (ACO) is a heuristic optimization technique that emulates the foraging 

behavior of ants to solve optimization issues. The method works on a graph representing the issue, with 

nodes representing potential solutions and edges indicating connections between solutions. The ACO 

algorithm employs artificial ants to create solutions iteratively [20]. The probability of movement of an ant 

(𝑎) from location 𝑖 to location 𝑗 can be mathematically modeled as (4): 

 

𝑃𝑖𝑗(𝑎) = {
(Ɣ𝑖𝑗

𝛼)⋅(∨𝑖𝑗
𝛽)

∑ (Ɣ𝑖𝑙
𝛼)⋅(∨𝑖𝑙

𝛽)𝑙∈𝑁
 𝑖𝑓 𝑗 < 𝑁  

        0                  𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

   (4) 

 

where the Ɣ𝑖𝑗 is the pheromone level on the path 𝑖 − 𝑗 at time t. ∨𝑖𝑗 is the inverse of the distance between two 

locations 𝑖 and 𝑗, α, and β are the constant, 𝑁 is the total number of allowed locations an ant can move, and l 

is an intermediate location between 𝑗 and 𝑁. The pheromone level can be updated by using the (5): 

 

Ɣ𝑖𝑗(𝑡 + 1) = (1 − 𝜌)Ɣ𝑖𝑗 + 𝜐𝑖𝑗 (5) 

 

where 𝜌 is the pheromone evaporation rate, 𝐴 is the total number of ants; upsilon, 𝜐𝑖𝑗 is the total pheromone 

level deposited at the edge 𝑖 − 𝑗 at time 𝑡. These two processes will be repeated by the ant until the iteration 

does not exceed the maximum one [21], [22]. 

 

2.4.  Voting and averaging ensemble technique 

Voting and averaging are often used ensemble methods in machine learning to enhance forecast 

accuracy by aggregating the results of many base models. These strategies are especially efficient when 

separate models possess distinct strengths and limitations since they may mutually enhance each other and 

result in more resilient and precise forecasts [23]. A voting ensemble involves using numerous base models, 

such as decision trees, support vector machines, or neural networks, independently providing predictions on 

the same dataset. The ultimate forecast of the ensemble is established by consolidating the individual 

estimates using a voting method. An averaging ensemble, sometimes called an averaging or mean ensemble, 

combines the predictions of base models by calculating their average [24], [25]. 

 

2.5.  Workflow of the proposed work 

The proposed methods adopt two phases for cancer classification, including the two-phase feature 

selection and classification processes. In the first phase, the feature selection methods ALO and ACO are 

applied to select the subset of initial features. Then, the second phase starts by applying the base learners 

SVM, RF, AdaBoost, and XGBoost to have an initial prediction. Then, to the initial prediction, voting and 

averaging are applied to make the final prediction. Figure 1 shows the working principle of the proposed 

model. The workings of the proposed method can be explained below. 

Step 1: Consider the microarray data for the normalization process using the standard scaler method. 

Step 2: Split the dataset into two sets, the training set and the testing set, with a ratio of 80:20. 

Step 3: To the train data, apply a two-stage feature selection process. 

Step 4: Apply the ALO feature selection algorithm 

− Initiate the ant and ant lion populations with maximum iteration 𝑇𝑚𝑎𝑥.  

− Calculate the fitness function of both populations using the k-fold cross-validation method with accuracy 

as a key for fitness function calculation. 

− 𝐹𝑖𝑡(𝐴𝑛𝑡, 𝐴𝑛𝑡𝑙𝑖𝑜𝑛) =
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖

𝑛
𝑖=1

𝑛
, with n as the number of folds. 

− Identify the next position of the ant and ant lion. 

− Re-calculate the fitness function 

− If 𝐹𝑖𝑡𝑜𝑙𝑑 > 𝐹𝑖𝑡𝑛𝑒𝑤, then replace 𝐹𝑖𝑡() with 𝐹𝑖𝑡𝑛𝑒𝑤 

− Update the Fit () until 𝑡 = 𝑇𝑚𝑎𝑥   
− Update the feature set 

Step 5: Apply ACO feature selection algorithm  

− Initiate the ant population, maximum iteration 𝑇𝑚𝑎𝑥  

− Calculate the fitness function of both populations using the k-fold cross-validation method with accuracy 

as a key for fitness function calculation 

− 𝐹𝑖𝑡(𝐴𝑛𝑡) =
∑ 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦𝑖

𝑛
𝑖=1

𝑛
, with n as the number of folds 

− Identify the next position of the ant 
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− Re-calculate the fitness function 

− If 𝐹𝑖𝑡𝑜𝑙𝑑 >  𝐹𝑖𝑡𝑛𝑒𝑤, then replace 𝐹𝑖𝑡() with 𝐹𝑖𝑡𝑛𝑒𝑤 

− Update the 𝐹𝑖𝑡() until 𝑡 = 𝑇𝑚𝑎𝑥 

− Update final features for Phase 2 of the proposed model.  

Step 6: Apply base classifiers (SVM, RF, XGBoost, and AdaBoost). 

Step 7: Apply ensemble classifier voting and averaging. 

Step 8: Apply test data to two trained models obtained from Step 7. 

Step 9: Evaluate the performance of the trained models. 

 

 

 
 

Figure 1. Workflow of the proposed model 

 

 

3. RESULT AND DISCUSSION 

The above-stated proposed model is evaluated on the system, including 8 GB RAM, Windows 11 OS, 

and an Intel i3 processor with a 2.6 GHz clock speed. The proposed model is analyzed in a Python environment 

using Anaconda navigator. For evaluating the performance, the proposed approach adopts five different ML-

based evaluative parameters, including accuracy, precision, recall, F1-score, and specificity, which can be 

defined using (6)-(10) with TPO, TNE, FPO, and FNE as true positive, true negative, false positive and false 

negative respectively. Table 3 shows the analysis of the hybrid model using ALO and ACO feature selection 

mechanisms. Tables 4 and 5 represent the analysis of the model using voting and averaging ensemble 

techniques with ALO and ACO feature selection algorithms. Figures 2 to 6 show the performance comparison 

of the voting and averaging ensemble technique to the above-discussed evaluative parameters. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃𝑂+𝑇𝑁𝐸

𝑇𝑃𝑂+𝐹𝑃𝑂+𝑇𝑁𝐸+𝐹𝑁𝐸
 (6) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃𝑂

𝑇𝑃𝑂+𝐹𝑃𝑂
  (7) 
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃𝑂

𝑇𝑃𝑂+𝐹𝑁𝐸
  (8) 

 

𝐹 − 1 𝑆𝑐𝑜𝑟𝑒 =
𝑇𝑃𝑂

𝑇𝑃𝑂+
1

2
(𝐹𝑃𝑂+𝐹𝑁𝐸)

  (9) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁𝐸

𝐹𝑃𝑂+𝑇𝑁𝐸
  (10)  

 

The empirical analysis shows that the ensemble model with a voting classifier and weighted 

averaging outperforms all conventional ML-based classifiers in the current work. For ovarian cancer, the 

proposed ensemble approach with a voting classifier shows an accuracy of 98.44%, and with the weighted 

averaging, the model shows 96.33%. The voting and weighted averaging classifications for lung cancer show 

99.08% and 97.36%, respectively. For the breast cancer dataset, the voting classifier shows a 98.06% 

accuracy level, and the weighted averaging classifier shows an accuracy level of 96.20% accuracy level. 

Similarly, the proposed approach with the voting classifier shows an accuracy level of 97.27%, and weighted 

averaging shows an accuracy level of 95.5%. Based on a comparison of the voting and averaging techniques, 

it can be observed from Tables 4 and 5 that the voting technique outperforms the averaging technique. So, as 

an evaluative method, the AUC value of the voting technique in contrast to different datasets is shown in 

Figures 7 to 10. The AUC values for the ovarian cancer, lung cancer, breast cancer, and leukemia datasets are 

0.986, 0.99, 0.978, and 0.973, respectively. The analysis shows that the developed model exhibits high 

accuracy, sensitivity, and specificity, which indicates that the developed model can be effectively used to 

classify cancer and non-cancer patients. The model shows robustness and scalability across different cancer 

datasets. So, the developed high-performing ML-based model can be used to develop a more reliable 

diagnostic tool that can help clinicians make more informed decisions regarding cancer diagnosis. In order to 

show the efficacy, the proposed model is compared with some existing literature. Table 6 shows the 

performance comparison of proposed model with existing literatures in terms of accuracy. It can be clearly 

observed that the proposed model out performs all existing literature across all datasets. 

 

 

Table 3. Performance of individual model with ALO and ACO feature selection 
Dataset Hybrid model with ALO and ACO Accuracy Precision Recall F1-score Specificity 

Ovarian SVM 88.89 91.43 86.49 88.89 91.43 

RF 84.72 91.67 80.49 85.71 90.32 

XGBoost 86.11 82.86 87.88 85.29 84.62 

AdaBoost 87.50 87.23 93.18 90.11 78.57 

Lung SVM 87.35 89.88 90.96 90.42 80.46 

RF 86.96 90.66 91.16 90.91 76.39 

XGBoost 90.51 91.72 93.94 92.81 84.09 

AdaBoost 89.33 92.99 90.12 91.54 87.91 

Breast SVM 83.98 89.15 88.46 88.80 72.55 

RF 84.21 87.79 87.12 87.45 79.22 

XGBoost 88.63 90.16 93.75 91.92 77.22 

AdaBoost 84.32 89.15 88.46 88.80 74.55 

Leukemia SVM 84.25 87.67 85.33 86.49 82.69 

RF 87.60 86.96 90.91 88.89 83.64 

XGBoost 86.67 93.94 86.11 89.86 87.88 

AdaBoost 88.37 91.03 89.87 90.45 86.00 

 

 

Table 4. Performance of voting ensemble technique with ALO and ACO feature selection 
Dataset Accuracy Precision Recall F1-Score Specificity 

Ovarian 98.44 98.73 98.73 98.73 97.96 

Lung 99.08 99.32 99.32 99.32 98.59 

Breast 98.06 99.14 98.29 98.71 97.37 

Leukemia 97.27 96.97 98.46 97.71 95.56 

 

 

Table 5. Performance of averaging ensemble technique with ALO and ACO feature selection 
Dataset Accuracy Precision Recall F1-Score Specificity 

Ovarian 96.33 97.10 97.10 97.10 95.00 
Lung 97.36 97.42 98.69 98.05 94.59 

Breast 96.20 98.29 96.64 97.46 94.87 

Leukemia 95.54 95.52 96.97 96.24 93.48 
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Figure 2. Accuracy comparison among voting and 

averaging technique 

 

Figure 3. Precision comparison among voting and 

averaging technique 

 

 

  
 

Figure 4. Recall comparison among voting and 

averaging technique 

 

Figure 5. F1-score comparison among voting and 

averaging technique 

 

 

 
 

Figure 6. Specificity comparison among voting and averaging technique 

 

 

  
 

Figure 7. ROC curve for ovarian cancer dataset 
 

Figure 8. ROC curve for lung cancer dataset 
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Figure 9. ROC curve for breast Cancer dataset 

 

Figure 10. ROC curve for Leukemia dataset 

 

 

Table 6. Accuracy comparison of the proposed model with existing work 
Reference Ovarian Lung Breast Leukemia 

[8] -- -- -- 92.33 

[9] 95.65 93.56 84 91.36 

[10] -- -- 97.2 -- 

[12] -- -- -- 92.7 

[13] -- -- -- 86.17 

Proposed 98.44 99.08 98.06 97.27 

 

 

4. CONCLUSION 

The current work aims the develop an ensemble-based cancer diagnosis model with ALO and ACO 

as the feature selection algorithm. To proposed method equips four types of machine learning classifiers: 

support vector machine, random forest, AdaBoost, and XGBoost with two ensemble classifiers including 

voting and averaging. The experimental study done in this work shows that the voting classifier outperforms 

the averaging classifiers with an accuracy of 98.44%, 99.08%, 98.06%, and 97.27% for the ovarian, lung, 

breast, and leukemia Cancer datasets, respectively. As per the ROC analysis, the AUC values of the proposed 

model with voting classifier are 0.985, 0.99, 0.978, and 0.973 for the ovarian, lung, breast, and leukemia 

cancer datasets. Our research on a model for cancer detection using machine learning suggests that this field 

of study and the medical community may undergo a paradigm change. Our technique improves the reliability 

and capacity to identify cancer early. The high accuracy, sensitivity, and specificity levels suggest that this 

might result in better patient outcomes. To fully grasp the intricacies of cancer, it is necessary to use  

multi-modal approaches that include multiple datasets, including genetic and clinical data. Ultimately, our 

results imply that machine learning might improve cancer detection, which would benefit society and the 

research community via better resource allocation, lower misdiagnosis rates, and more efficient healthcare 

delivery.  
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