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 The e-commerce industry in Indonesia has experienced rapid growth, 

especially during the COVID-19 pandemic, which accelerated the shift to 

online platforms. The market is expected to grow by 105.5% from 2025 to 

2030 due to increased internet and smartphone use. As e-commerce expands, 

companies must improve how they handle customer complaints to build trust 

and loyalty. Social media is a crucial channel for customer interactions, but 

it also includes non-complaint messages like positive comments, general 

questions, and spams that need to be filtered out. This research proposes a 

machine learning model to automatically classify social media interactions 

into complaints and non-complaints, focusing on Indonesian-language 

content. The modeling process utilized 10,600 data points collected from 

social media X. The best model, a bidirectional encoder representation from 

transformers (BERT) based classifier, achieved an F1-score of 98.3%. The 

McNemar test revealed significant performance differences between several 

models, with the BERT-based model outperforming others. This 

demonstrates that it is highly effective in distinguishing between complaints 

and non-complaints, making it a valuable tool for enhancing customer 

service in Indonesia's e-commerce sector. 
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1. INTRODUCTION  

The e-commerce industry in Indonesia has experienced substantial growth in recent years, 

particularly due to the COVID-19 pandemic, which forced many businesses to move online [1]. The rapid 

growth of e-commerce has been a key factor in driving the digital transformation of the national economy 

[2]. The market is anticipated to grow by about 105.5% from 2025 to 2030, driven primarily by the rising 

number of internet and smartphone users, facilitating easier online shopping [3]. 

As the e-commerce sector expands, companies must improve their customer handling processes. 

Quick and effective responses to customer complaints are crucial for enhancing satisfied and loyalty [4]. An 

integrated customer relationship management system can significantly boost customer satisfaction [5]. One 

effective strategy is utilizing multiple channels, including social media, to engage with customers. Social 

media enables customers to quickly file complaints and receive responses, helping companies manage these 

interactions efficiently. Moreover, social media activities can significantly impact customer satisfaction and 

engagement, thereby enhancing brand loyalty and public perception [6]. However, social media interactions 

are not limited to complaints; they also include positive remarks, general queries, and spam, which must be 

filtered out [7]. Companies need to differentiate actual complaints from other interactions to ensure timely 

customer feedback management, thereby improving customer satisfaction and operational efficiency. 

https://creativecommons.org/licenses/by-sa/4.0/
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In addressing these challenges, machine learning can help by automatically sorting interactions into 

complaints and non-complaints. This makes the company's operations more efficient, as resources are only 

used for issues needing special attention. We argue that this improves customer interaction management and 

satisfaction, supporting the growth of e-commerce in Indonesia. Despite this potential, there are some 

challenges, including technical, operational, and human resource issues. Therefore, it is important to 

understand how they currently manage social media interactions and which ones need further handling. 

Recent studies show that machine learning is effective for classifying customer complaints. Key 

techniques include obtaining numerical representations of text data using bidirectional encoder 

representations from transformers (BERT) [8]. For the Indonesian language, alternative models or localized 

versions of BERT may be necessary. Another approach is generating numerical text representations based on 

term frequency-inverse document frequency (TF-IDF), which can be combined with various algorithms [9]. 

Machine learning methods, including support vector machine (SVM), random forest (RF), extreme gradient 

boosting (XGBoost), neural networks (NN), and BERT, have been effective in classifying different data 

classes [10]–[12]. Model evaluation is critical for ensuring reliable predictions. K-fold cross-validation 

involves dividing the dataset into k-folds, using each fold for testing while training on the others, and 

repeating this process k times, providing stable performance estimation [13]. A confusion matrix assesses 

model performance using metrics such as accuracy, precision, recall, and F1-score [14]. Additionally, the 

McNemar test can compare the performance of two models on the same dataset to determine if differences in 

prediction errors are statistically significant [15]. 

This research proposes developing a machine learning model to automatically classify social media 

interactions as complaints or non-complaints, enhancing resource use effectiveness and social media 

interaction management. Techniques such as BERT and TF-IDF have proven effective with text data in 

previous studies. Algorithms like SVM, RF, XGBoost, NN, and BERT have demonstrated efficacy in various 

classification tasks. Evaluating these models using k-fold cross-validation, confusion matrix, and McNemar 

test ensures reliable predictions. The key research question is: “To what extent can customer complaint 

interactions be automatically detected from social media?” This model aims to enhance operational 

efficiency and support the growth of Indonesia's e-commerce sector. 

 

 

2. METHOD 

The study research design applies the cross-industry standard process for data mining (CRISP-DM) 

framework, excluding the deployment phase. CRISP-DM is a general reference for data mining, explaining 

the different stages of the data mining project life cycle. This model is known for its reliability, simplicity, 

compatibility, flexibility in its application, iterative processes, and efficient time consumption [16]. This 

study involves several stages: business understanding, data understanding, data preparation, modeling, and 

evaluation. 

Initially, it is crucial to understand the problems this business faces in identifying and addressing 

customer interactions. In the data understanding phase, social media data is manually annotated. During the 

data preparation phase, data cleaning involves removing special characters, converting text to lowercase, and 

eliminating stop words. The cleaned text is then used for feature extraction and converted into numeric 

vectors. These vectors are used in the modeling stage for classification. The data is split into 5-fold cross-

validation and classified using algorithms such as SVM, RF, XGBoost, NN, and BERT. Model performance 

is evaluated using a confusion matrix and metrics-accuracy, precision, recall, and F1-measure-applying the 

McNemar test to determine which model best classifies customer complaints. 

 

2.1.  Business understanding 

There are several limitations encountered in implementing social media as a channel for customer 

interactions. These limitations include technical aspects, operational challenges, and human resources that are 

not yet fully optimized to leverage the full potential of social media. Therefore, it is crucial to understand 

how the company currently identifies and manages customer interactions occurring on social media. 

 

2.2.  Data understanding 

Through the data collection process, this study utilizes interaction data from one of Indonesia  

e-commerce accounts on social media X. Data collection was conducted using a crawling method. The data 

was collected from interactions excluding replies. 

 

2.3.  Data preparation 

In this stage, irrelevant characters and numbers are filtered out, followed by converting all valid 

characters to lowercase and removing stop words. The goal is to produce clean text ready for further analysis 
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[17]. This is crucial as social media data often includes random texts with meaningless words, characters, or 

emojis. Character filtering removes meaningless characters or emojis and unrelated punctuation marks, using 

regex to eliminate all punctuation marks. Case folding changes all uppercase letters to lowercase to unify the 

text using the lower function. Stop words are removed using a rule-based method with a list of irrelevant 

common words. Feature extraction then transforms this cleaned data into representations suitable for machine 

learning algorithms by identifying and selecting the most relevant attributes from the raw data. This enhances 

model performance by converting text data into simpler numerical features, allowing machine learning 

models to process and analyze the data more effectively [18]. Two methods used for feature extraction are 

TF-IDF and BERT.  

TF-IDF measures how important a word is in a document compared to other documents. Term 

frequency TF counts how often a word appears, while inverse document frequency (IDF) reduces the weight 

of common words appearing in many documents. The combination of TF and IDF gives higher scores to 

significant words in a specific document context [19]. While TF-IDF is popular in traditional machine 

learning, BERT is an advanced model based on neural networks for automatic feature extraction from textual 

documents [20]. Traditional methods like TF-IDF process text in a unidirectional manner, either left to right 

or right to left, potentially missing important contextual information. BERT understands the context of words 

bidirectionally, allowing for deeper and more accurate text comprehension. BERT uses a transformer 

architecture with an attention mechanism to contextualize words based on all other words in the sentence and 

can be used for various text mining applications, including text classification [21]. 

 

2.4.  Classification modeling 

The next stage, classification modeling involves categorizing text into predefined classes or labels 

using the extracted features. Text classification is a technique in text mining that aims to categorize text into 

predefined classes or labels [22]. It uses features extracted from the text to learn and identify patterns for 

classification. This process classifies documents into predefined classes or labels based on patterns formed 

from previous data [19]. In this study, we set up five different models to find the best one, such as SVM, RF, 

XGBoost, NN, and transformer-based classifier.  

SVM is a popular technique for classifying documents using discriminative classifiers. SVM works 

by finding the hyperplane that best separates data into classes. Initially used for binary classification tasks, 

SVMs have now been extended to multi-class problems. They are versatile and can be applied in various data 

mining areas, including text, images, and videos [13]. RF is an ensemble learning method that combines 

multiple decision trees to improve classification accuracy. Each tree in the forest is trained using a randomly 

selected subset of the data. The final prediction is made by averaging the predictions of all the trees. This 

method reduces overfitting and improves the model's ability to generalize [23].  

XGBoost is an advanced ensemble method that uses boosting to improve classification performance. 

It builds trees sequentially, with each tree fixing the errors of the previous one. It is known for its high 

efficiency and accuracy, making it a popular choice for many machine learning competitions [24]. NN is 

designed to learn from data through multiple interconnected layers of nodes or neurons. Each layer processes 

the input data and passes it to the next layer, gradually extracting higher-level features. Neural network can 

accommodate complex relationships in data, making them suitable for a wide range of classification tasks [13].  

Transformer is one of neural network architecture designed to handle sequential data, such as text, 

more effectively. It implements a mechanism called self-attention to weigh the importance of unique words 

in a sentence, allowing the model to understand context better. BERT is an encoder part of the transformer 

model that processes text bidirectionally, providing an accurate vector representation for a textual document 

[20], [25]. Additionally, we use the pre-trained BERT Bahasa (indobert-base-p1) can be used not only for 

feature extraction but also as an end-to-end classification model by adding a feed-forward neural network 

(FFN) layer on top of BERT [26].  

Each modeling algorithm is run five times using the k-fold method. This method is used to ensure 

that the model's performance is consistent and reliable by averaging the results over multiple training and 

testing splits, reducing the variance associated with a single train-test split [27]. The entire dataset is divided 

into five versions of training and testing data. In the first iteration, the first ⅕ of the data will be the test data 

and the rest will be the training data. This process repeats until the last ⅕ of the data becomes the test data 

and the rest is training data. The prediction results from the test data in each iteration for each model are 

combined and evaluated based on the original dataset. 

 

2.5.  Evaluation 

The evaluation of classification models utilizes the confusion matrix method, a table used to assess 

the performance of classification models by displaying predictions in rows and actual decisions in columns, 

consisting of true positive (TP), true negative (TN), false positive (FP), and false negative (FN). Commonly 

used metrics include accuracy, precision, recall, and F1-score. These evaluation metrics complement each 
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other to provide a comprehensive picture of the model's performance. Accuracy gives an overall view (1), 

precision informs about the accuracy of positive predictions (2), recall measures the model's ability to 

identify true positives (3), and F1-score combines precision and recall for an overall evaluation (4). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
 (3) 

 

𝐹1 = (
(2∗𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙)

(𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙)
) (4) 

 

Additionally, McNemar test is a statistical method used to compare the performance of two 

classification models on the same dataset. A threshold of 0.05 is commonly used to determine statistical 

significance in hypothesis testing, including McNemar test, where a p-value of less than 0.05 indicates a 

statistically significant difference between model performances. This method is suitable when data is 

categorized as correct or incorrect predictions by both models. McNemar test calculates the difference 

between the number of errors made by both models and tests for statistical significance, helping to determine 

if the difference in predictive errors between the two models is significant. 

 

 

3. RESULTS AND DISCUSSION 

Several stages were conducted to examine the classification of customer complaints on social media. 

Initially, customer interaction data from social media was collected and manually labeled. The preprocessing 

stage involved cleaning the data by removing irrelevant characters, converting all text to lowercase, and 

eliminating stop words. Cleaned text was then converted into numerical vectors for feature extraction using 

TF-IDF and BERT. These vectors were used in the classification modeling stage, where the data was split 

using 5-fold cross-validation and classified using five different models: SVM, RF, XGBoost, NN, and BERT. 

Each model was run multiple times using the k-fold method for consistency and reliability. Finally, model 

performance was evaluated using a confusion matrix and metrics like accuracy, precision, recall, F1-measure, 

and the McNemar test to determine the best model for classifying customer complaints. 

 

3.1.  Data collection 

This study uses interaction data from two social media accounts on X, both belonging to a single 

Indonesian e-commerce company. One account is dedicated to handling complaints (account A), while the 

other serves as the general company account (account B). Data collection was conducted using a crawling 

method, focusing on Indonesian-language content due to its relevance to the Indonesian e-commerce sector. 

The results were manually annotated based on predefined criteria to ensure consistent labeling of 

complaints and non-complaints. The annotation process involved three trained annotators, who are typically 

responsible for handling and processing customer complaints, ensuring that their expertise was applied in 

accurately labeling the social media interactions. Inter-annotator agreement was calculated to ensure 

reliability and consistency in the labeling process. During the collection period, 10,792 interactions were 

gathered, of which 6,220 were labeled as complaints and 4,572 as non-complaints. After filtering using 

whitelisted keywords, the final dataset comprised 6,204 complaints and 4,395 non-complaints, as shown in 

Table 1. 

 

 

Table 1. Data distribution 
Interaction Complaint Non-complaint 

Mentioning account A 2,649 789 
Mentioning account B 1,692 3,693 

Mentioning both account 1,870 89 

 

 

3.2.  Model performance 

Based on the results in Tables 2 and 3, it can be concluded that BERT model with a FFN classifier is 

the best-performing model. This model achieves an impressive overall F1-score of 97.69% and an accuracy 
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of 97.75%, highlighting its effectiveness in both feature extraction and classification tasks. For the complaint 

class, BERT-FFN achieves an F1-score of 98.08%, significantly outperforming other models, demonstrating 

its superior ability to accurately identify and classify complaint instances. In the non-complaint class, BERT-

FFN also achieves an F1-score of 97.29%, indicating a balanced performance across different classes and 

ensuring high precision and recall rates. 

Comparatively, other models such as TF-IDF with SVM, RF, NN, and XGBoost show commendable 

performance but fall short of BERT-FFN. TF-IDF with SVM, for instance, achieves an overall F1-score of 

93.02% and an accuracy of 93.28%, while TF-IDF with RF scores an overall F1-score of 91.86% and an 

accuracy of 92.20%. Similarly, TF-IDF with NN records an overall F1-score of 91.56% and an accuracy of 

91.85%, and TF-IDF with XGBoost achieves an overall F1-score of 92.05% and an accuracy of 92.30%. The 

size of the data used for training and evaluation is consistent across models. 

From McNemar test results, significant differences were found between several model pairs, 

indicating their performance differences. The threshold of 0.05 is commonly used to determine statistical 

significance in hypothesis testing, including McNemar test, where a p-value less than 0.05 indicates a 

statistically significant difference between model performances [28]. The McNemar test results can be seen 

in Table 4. 

 

 

Table 2. Model’s performance for each class 
Feature extraction Classifier Complaint Non-complaint 

Precision Recall F1-score Size data Precision Recall F1-score Size data 

TF-IDF SVM 92.59% 96.23% 94.37% 6,204 94.37% 89.13% 91.67% 4,396 

TF-IDF RF 90.93% 96.28% 93.53% 6,204 94.27% 86.45% 90.19% 4,396 
TF-IDF NN 91.93% 94.36% 93.13% 6,204 91.73% 88.31% 89.99% 4,396 

TF-IDF XGBoost 92.80% 94.15% 93.47% 6,204 91.57% 89.70% 90.62% 4,396 

BERT FFN 98.04% 98.13% 98.08% 6,204 97.36% 97.23% 97.29% 4,396 

 

 

Table 3. Overall model’s performance 
Feature extraction Classifier All class 

Precision Recall F1-score Accuracy Size data 

TF-IDF SVM 93.48% 92.68% 93.02% 93.28% 10,600 
TF-IDF RF 92.60% 91.36% 91.86% 92.20% 10,600 

TF-IDF NN 91.83% 91.33% 91.56% 91.85% 10,600 

TF-IDF XGBoost 92.19% 91.92% 92.05% 92.30% 10,600 
BERT FFN 97.77% 97.68% 97.69% 97.75% 10,600 

 

 

Table 4. McNemar test result 
Model pair p-value 

SVM and RF < 0.05 
SVM and NN < 0.05 

SVM and XGBoost < 0.05 

SVM and BERT < 0.05 
RF and NN 0.21 

RF and XGBoost 0.62 

RF and BERT < 0.05 
NN and XGBoost 0.11 

NN and BERT < 0.05 

XGBoost and BERT < 0.05 

 

 

Significant differences (p-value < 0.05) were observed between several model pairs: SVM and 

random forest, SVM and NN, SVM and XGBoost, SVM and FFN, random forest and FFN, NN and FFN, 

and XGBoost and FFN. This means these model pairs differ significantly in performance. On the other hand, 

no significant differences (p-value > 0.05) were found between random forest and NN, random forest and 

XGBoost, and NN and XGBoost. This indicates that these model pairs perform similarly in classifying the 

data. In other words, the effectiveness of these models in classification tasks is comparable, and choosing 

between them may depend on factors like computational efficiency or ease of implementation. 

 

3.3.  Model implementation 

Based on the best classification model, the implementation can use probability values, confidence 

scores, and thresholds to decide if the automated results are reliable or need manual review. This helps to 

reduce FP, FN, and improve overall accuracy and precision. As shown in Figure 1, the error distribution for 
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FP is visualized using kernel density estimation (KDE). Figure 2 illustrates the KDE visualization for FN. 

These visualizations make it easy to see where the model works well and where it needs improvement, 

highlighting areas with high error density and identifying patterns that might require further tuning. 

The KDE diagram above helps identify where the probability of the model is likely to make 

mistakes, allowing for better decision-making when reviewing uncertain predictions. This approach can 

improve the overall performance of the classification system. Table 5 shows the statistical measures of the 

model for predicting the chances of FP and FN. 

 

 

 
 

Figure 1. KDE for FP based on probability 

 

 

 
 

Figure 2. KDE for FN based on probability 

 

 

Table 5. Statistical values of FP and FN 
 FP FN 

mean 0.89 0.89 
min 0.51 0.58 

p25 0.86 0.89 

p50 0.96 0.96 
p75 0.98 0.97 

max 1.00 1.00 
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To determine the optimal probability threshold, an analysis is needed to balance the trade-offs 

between different types of errors and the benefits of TP and TN outcomes. For complaints, based on the 

statistical values, a higher threshold, around the median FN value of 0.96 or higher, is recommended to 

minimize FN. For non-complaints, lowering the probability threshold helps in correctly identifying non-

complaints, thereby reducing FP and increasing TN. A lower threshold, around the 25th percentile FP value 

of 0.86 or lower, is recommended to minimize FP.  

These thresholds ensure a balanced trade-off between different types of errors and enhance the 

overall performance of the classification model. Additionally, fine-tuning these thresholds based on the 

specific context and the importance of different error types can further improve the model's accuracy and 

reliability. Regularly reassessing and adjusting the thresholds as new data becomes available will help 

maintain optimal performance over time. Furthermore, incorporating domain expertise in setting these 

thresholds can provide valuable insights, ensuring the model aligns with practical business needs and 

objectives. 

In implementing the model in real-world settings, the integration with existing customer relationship 

management (CRM) systems is feasible through application programming interface (API). This integration 

facilitates real-time complaint identification and response, enabling companies to address customer issues 

promptly and effectively. The model is expected to process input text in the form of sentences obtained from 

various social media platforms, allowing for a thorough classification of interactions as either complaints or 

non-complaints.  

The desired output from this model is a confidence score for each of the defined labels, which 

quantifies the model’s certainty regarding its classification. Based on these confidence scores, the CRM 

system can make informed decisions on whether to act on the predictions, adhering to the recommended 

threshold for classification accuracy. If the confidence score falls below this predetermined threshold, the 

interaction will be routed to the current annotators for further review, indicating that the model has not yet 

reached the necessary level of accuracy to classify the interaction reliably. This process not only enhances the 

efficiency of customer service operations but also ensures that complex or ambiguous cases are handled 

appropriately by human experts, maintaining a high standard of customer care. 

 

 

4. CONCLUSION 

From the above research and analysis, the following conclusions can be drawn. Using pre-trained 

BERT Bahasa (indoor-base-p1) as a feature extractor and classifier gives the best model, which achieved an 

F1-score of 98,3%. The best model can detect actual complaint and non-complaint interactions from the 

training dataset effectively. The result of the McNemar test indicates that SVM behaved significantly 

differently compared to random forest, NN, XGBoost, and BERT. Similarly, random forest, NN, and 

XGBoost showed an immense difference from BERT. Meanwhile, the performances for random forest and 

NN, random forest and XGBoost, and NN and XGBoost did not have a statistical difference in performance, 

showing a similarity in their process.  

From further analysis, mostly the error comes from FP and FN classification. Some of complain 

data is being classified as non-complaint, and vice versa. This happens due to the lack of adequate context to 

know the intent of the interaction. Moreover, there are a few cases of unclear labeling in the dataset because 

common words in the opposite label exist. To tackle this in the implementation phase, probability values can 

be used to determine whether the automated results should be trusted or required a manual review. This 

ensures that the classification is done properly and minimizes the potential for errors. It is essential to find 

such a threshold for the balance of errors and the benefit to TP and TN. However, for complaints, a higher 

threshold of around 0.96 should minimize FN, while for non-complaints, a lower threshold of around 0.86 

makes FP lower. These thresholds compromise different types of errors and boost overall performance.  

The suggestion for further research includes addressing more features to support the classification of 

complaints and non-complaints, as users on social media can discuss a wide variety of topics. Expanding the 

classification to include other types of interactions, such as suggestions for improvements or compliments on 

features, would provide a more comprehensive understanding of user interactions. To improve 

generalizability, future research should use data from multiple companies within Indonesia's e-commerce. 

Implementing these suggestions will enhance the model's effectiveness and improve classification accuracy 

across various types of social media interactions, leading to deeper insights. The classification categories can 

be defined based on the primary problems or needs identified in the case study.  
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