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 In the cloud computing environment, load balancing plays an important role 

in the efficient operation of cloud computing, where a multitude of resources 

serve diverse workloads and fluctuating demands. In the rapidly evolving 

cloud computing, efficient resource management, and optimization are 

critical for maximizing performance, scalability, and cost-effectiveness. 

Load balancing algorithms aim to distribute workloads across cloud 

resources to ensure optimal utilization and maintain high availability of 

services. This paper presents a comparative study of load balancing 

algorithms in cloud computing using data mining tools. It underscores the 

complexity of selecting algorithms for effective load balancing in scenarios 

with diverse criteria, emphasizing its critical importance for future research 

and practical implementations. The experimental results are presented, 

evaluating the performance of different load balancing algorithms using 

data-mining tools. The outcomes highlight the substantial difficulties when 

building a model with unacceptable errors to cover users’ needs while 

selecting the desired load balancing method. 
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1. INTRODUCTION 

The efficiency of cloud computing relies heavily on load balancing, which is a critical operational 

component that determines various performance metrics such as throughput and response time. Achieving 

success in cloud computing requires meeting various criteria, driving the need for careful evaluation of many 

load balancing algorithms and techniques. Among a wide range of algorithms and techniques aimed at 

solving the complexities of load balancing, satisfactory results remain difficult to obtain, especially in the 

face of many distinct and evolving criteria. Despite efforts to satisfy specific groups of criteria, finding a 

comprehensive solution remains a formidable challenge, mainly due to the variability of key criteria across 

different environments and the complex nature of these criteria. 

The most recent literature focuses on citing major techniques in comparative tables and then noting 

the pros and cons of each algorithm depending on metrics, while other current research classifies load 

balancing as a taxonomy into hierarchical schemes without utilizing them into insights. Our method refers to 

a novel technique that utilizes a data mining tool-dependent strategy. The study seeks to address the lacunae 

within recent literature concerning load balancing algorithms by examining and updating metrics, evaluating 

prevalent algorithms and techniques, and determining the challenges associated with selecting appropriate 

load balancing methodologies. A critical focus is on using data mining tools to demonstrate the difficulties 

inherent in selecting the optimal algorithm that comprehensively satisfies the various criteria essential for 

https://creativecommons.org/licenses/by-sa/4.0/
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effective load balancing. In other words, this study aims to underline the complexity of selecting an 

appropriate technique with multiple metrics for load balancing using statistical methods and insights. 

Furthermore, the paper displays the results of developing a model to meet the user’s objectives to highlight 

the core problem of load balancing techniques.  

To evaluate load balancing algorithms, the following metrics are useful:  

− Throughput: Throughput refers to the total number of tasks successfully completed in a given period. It is 

obvious that a high throughput is necessary. 

− Associated overhead: The total amount of overhead incurred during the load balancing algorithm’s 

execution. For the method to be implemented successfully, it should be minimal overhead. 

− Fault tolerant: It is the ability of the algorithm to perform correctly and uniformly even in conditions of 

failure at any arbitrary node in the system or in the event of a breakdown. 

− Migration time: The time duration was taken in migration or transfer of a computational task from one 

system or environment to another. This time should be minimal to improve the performance of cloud 

computing. 

− Response time: It is the minimum time that a distributed system takes to respond to executing a specific 

load balancing algorithm. 

− Resource utilization: It is the level to which the resources of the cloud are utilized. The most effective 

load balancing algorithm maximizes the use of available resources. 

− Scalability: Scalability determines the ability of the system to accomplish a load balancing algorithm with 

a limited number of processors or machines. 

− Power saving: It represents the mechanism of energy consumption to maintain good quality of service 

(QoS) of data centers. For example, energy can be conserved by making use of virtual machine (VM) 

migrations. 

− Performance: It represents the effectiveness of the system after performing load balancing. Obviously, if 

all the above parameters are optimally satisfied, then it highly improves the performance of cloud 

computing.  

This paper is organized as follows. In section 2, authors cite the preceding literature on load 

balancing algorithms. Section 3 gives the experimental methodology. In section 4, authors give the results 

including a comprehensive discussion of the outcomes as well as an analysis of the obtained results. In 

section 5, authors provide limitations and the possibility of extending. Section 6 concludes this paper and 

gives future research.  

 

 

2. RELATED WORK 

Load balancing algorithms have been the subject of recent studies in the literature. Mishra et al. [1] 

introduces a taxonomy for cloud load balancing algorithms, exploring key performance parameters and their 

impacts. Performance analysis of heuristic-based algorithms is conducted using the CloudSim simulator, with 

a detailed presentation of the results. Using the same simulator, Elnagar et al. [2] proposes a new algorithm 

that reduces response time and processing time metrics compared to the common algorithms translation 

lookaside buffer (TLB), round robin (RR), and approximate maximum load balancing (AMLB). It improves 

the distribution of tasks between different VMs by reducing the loading gap between the heaviest loaded and 

the lightest loaded VMs with significant value. Junaid et al. [3] propose the data files type formatting (DFTF) 

load balancing algorithm, integrating a modified cat swarm optimization (CSO) and support vector machines 

(SVM) classifiers to classify cloud data. Simulation results demonstrate improved performance metrics 

compared to existing approaches. The review in study [4] aims to critically analyze existing load balancing 

techniques, discussing parameters like throughput, migration time, and scalability. It highlights the 

shortcomings of traditional load balancing (LB) algorithms in cloud computing and advocates for integrating 

fault tolerance (FT) metrics, proposing a novel FT-based LB algorithm to address this need. In the same way, 

Oyediran et al. [5] cite common challenges and benefits of the most common techniques of load balancing. 

A different approach to studying load balancing in cloud computing involves leveraging software-defined 

networking (SDN). Yzzogh and Benaboud [6] focuses on recent research highlighting the use of SDN to 

enhance load balancing in cloud environments. Furthermore, Halima et al. [7] gives a comparative study 

exploring the critical role of predictive load balancing. In the same context, Aron and Abraham [8] discuss 

the performance of popular load balancing algorithms and techniques. However, while they describe various 

load balancing schemes with propositions and conditions depending on the cloud environment, they only 

focus on a few algorithms and overlook some developed ones, such as the honey-bee foraging algorithm [9] 

and the optimized genetic algorithm [10]. 
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Many algorithms have been implemented, but the results are not efficient because researchers have 

focused on some metrics while ignoring others. Therefore, all the algorithms, whether mentioned in the cited 

article or not, treat load balancing as an individual metric. Thus, scientists try to satisfy only one to six metrics 

at most. Therefore, we should attempt to solve the problem as associated sub-problems of metrics. Unlike the 

majority of previous studies that mention the load balancing problem, our study uses a novel statistical 

approach that relies on data mining tools taking into account the metrics of load balancing. In other words, the 

prior citations were founded on these metrics as comparison research. Conversely, we will address them and 

take into consideration a new strategy by leveraging these metrics to transform them into relevant information 

using data mining to determine the complexity for users to select one technique of load balancing. 

 
 

3. METHOD 

Methodologically, this study collects and organizes previous studies into a structured table format 

before implementing updates due to recent studies. Subsequently, a comparative analysis, employing 

analytical methodologies and data mining techniques, is undertaken to examine and evaluate these 

algorithms, thereby demonstrating the challenges inherent in achieving efficient load balancing. Data mining 

is the process of extracting valuable information and patterns from massive amounts of data. It covers 

statistical methods as well as collection, extraction, analysis, and statistical techniques. It is also known as the 

knowledge discovery process, knowledge mining from data, or data/pattern analysis. Data mining is a logical 

process of locating pertinent information to understand the data. Additionally, the term data mining 

encompasses many techniques and procedures used to examine and transform data. This paper focuses on 

two important methods: classification and clustering. To analyze datasets of the criteria cited in Table 1, we 

introduce some important data mining techniques. These tools help us better understand the problem of the 

comparative study of the most popular algorithms mentioned in Table 1. 

Classification (also known as classification trees or decision trees) is a data mining algorithm that 

creates a step-by-step guide for determining the output of a new data instance. The tree it creates represents a 

decision-making process, where each node in the tree represents a spot where a decision must be made based 

on the input. Moving to the next node depends on the decision, and we continue until we reach a leaf that 

predicts the output. In our experience, we use J48, which can build a model and create decision trees of data 

sets based on their attributes. The objective of decision trees is to progressively generalize the decision tree 

until it reaches a balance between flexibility and accuracy. J48 is an extension of iterative Dichotomizer 

(ID3) that accounts for missing values, decision tree pruning, continuous attribute value ranges, and 

derivation of rules. 

Clustering is another tool for analyzing data. Given a set of data points, we can use a clustering 

algorithm to classify each data point into certain groups. K-means is among the most well-known clustering 

algorithms. That is taught in many introductory data science and machine learning patterns, but the one 

disadvantage of K-means is that we must choose the value of K before running the algorithm. For our case, K 

represents the number of data groups created using the criteria keys. Then we vary it to control the number of 

created groups as needed. In other words, “K” represents the groups of algorithms that have the same criteria 

attributes. Clustering allows users to make groups of data to determine patterns from the data. Clustering has 

its advantages when the data set is defined, and a general pattern needs to be determined from the data. One 

defining benefit of clustering over-classification is that every attribute in the data set is used to analyze the 

data. A major disadvantage of using clustering is that the user is required to know ahead of time how many 

groups he wants to create. 

To implement these two mentioned tools, we utilize a common tool called WEKA1, which stands 

for “Waikato environment for knowledge analysis.” WEKA is a collection of machine-learning algorithms 

for data mining. It includes tools for data preparation, classification, regression, clustering, association rules 

mining, and visualization. Weka also includes a metric known as squared error, typically used to assess 

regression models. This metric quantifies the degree to which a regression model accurately fits the data. 

Lower squared error values indicate superior model performance. Additionally, accurate model evaluation 

using Weka necessitates the consideration of correctly classified instances. 

 

3.1.  Experiments 
In this section, a series of experiments have been arranged to investigate the performance 

characteristics of various algorithms. The algorithms under consideration include: RR, DynamicRR, 

ShortestJobScheduling, Min-Min, Max-Min, opportunistic load balancing (OLB+), load balancing min-min 

(LBMM), cost load balancing with virtual machines (CLBVM), predictive adaptive load balancing (PALB), 

fault-aware min-min load balancing (FAMLB), throttled, HoneyBeeForaging and ActiveClustering. More 

Algorithms are depicted in Table 1. These algorithms will represent the predicted class of our created model. 
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Furthermore, the evaluation of these algorithms was conducted based on 9 distinct metrics, namely: 

performance, throughput, overhead, tolerant, migration time, response time, resource utilization, scalability, 

and power saving. We ran our experimental study against the 32 algorithms as proof of concept during the 

training set. These metrics are considered as inputs of our model. 
 

 

Table 1. Comparative table of the most important algorithms  
Algorithm  Performance Throughput Overhead  Tolerant  Migration 

time 
Response  

time 
Resource 
utilization 

Scalability Power 
saving 

RR [11] Yes  Yes  Yes  No  No  Yes  Yes  Yes  No 

DynamicRR [11] No  Yes  Yes  Yes  Yes  No  Yes  No  No 

ShortestJobSheduling [12] No  No  No  No  No  No  Yes  No  No 
Min-Min [13] Yes  Yes  Yes  No  No  Yes  Yes  No  No 

Max-Min [14] Yes  Yes  Yes  No  No  Yes  Yes  No  No 

OLB+LBMM [15] Yes  No  No  No  No  No  Yes  No  No 
CLBVM [16] Yes  Yes  No  No  No  Yes  Yes  No  No 

PALB [17] No  Yes  Yes  Yes  Yes  Yes  Yes  No  Yes 

FAMLB [18], [19] No  Yes  Yes  No  Yes  Yes  Yes  Yes  No 
Throttled [20] Yes  No  No  Yes  Yes  Yes  Yes  Yes  No 

HoneyBeeForaging [21] No  No  No  No  No  No  Yes  No  No 

ActiveClustering [22] No  No  Yes  No  Yes  No  Yes  No  No 
BiasedRandomSapmling [23] Yes  Yes  Yes  No  No  No  No  Yes  No 

GeneralizedPriorityAlgo [23] No  Yes  No  No  Yes  No  Yes  No  No 

JoinIdleQueue [24] Yes  No  Yes  No  No  Yes  No  No  No 
GenetecAlgorithm [25] Yes  No  No  No  No  No  Yes  No  No 

AntColony [26] Yes  No  No  No  Yes  No  Yes  No  No 

StochasticHillClimbingTech [27] Yes  Yes  No  No  No  Yes  Yes  No  No 
DecentralizeContentAware [28] Yes  No  Yes  No  No  Yes  Yes  Yes  No 

Server-basedLBForIDServices [29] Yes  No  No  No  No  Yes  No  No  No 
Lock-freeMulti-processing [30] Yes  Yes  No  No  No  No  No  No  No 

Scheduling [31] No  No  Yes  No  No  No  Yes  No  No 

Load balancing virtual storage strategy 
(LBVS) [32] 

Yes  No  No  Yes  No  Yes  No  Yes  No 

TaskShedulingbasedOnLB [33] Yes  No  No  No  No  Yes  Yes  No  No 

Ant colony and complex network theory 
based load balancing (ACCLB) [33] 

Yes  No  No  No  No  Yes  Yes  No  No 

EventDriven [34] No  No  No  No  No  No  Yes  Yes  No 

CARTON [35] Yes  No  Yes  No  No  No  Yes  No  Yes 
Central load balancer (CAB) [36] No  No  Yes  No  Yes  No  Yes  No  No 

Vector dot [37] No  No  No  No  No  No  Yes  No  No 

Simulated annealing (SA) [38] No  No  No  No  No  Yes  Yes  No  Yes 
Load forecasting and capacity-based 

(LFCB) [36] 

Yes  Yes  No  No  No  No  No  No  No 

Global load balancing strategy (GLBS) 
[39] 

Yes  No  No  No  No  Yes  No  No  No 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Results  

Achieving effective load balancing is a paramount challenge in managing resources within cloud 

computing environments. Despite implementing various algorithms, the outcomes often fall short of meeting 

the comprehensive metric outlined in the comparative Table 1. The tabulated data underscores that not all 

algorithms satisfy all specified metrics. Instances where the table entries are marked with “NO” denote 

unfavorable outcomes in this metric, while “yes” signifies that the algorithm incorporates this metric. For 

instance, cost load balancing with dynamic migration (CLBDM) excels in throughput but exhibits 

shortcomings in terms of speed and complexity. Another illustrative example is LB Min-Max, which meets 

seven metrics satisfactorily; however, its request time is excessively low, leading to prolonged user wait 

times for response reception. It is crucial to emphasize that certain metrics are deemed more pivotal for the 

user’s needs than others in the evaluation process. 

Taking this tabulated data, we present the outcomes of our experiments for both classification and 

clustering. This presentation draws upon the information in Table 1, illustrating the most effective algorithms 

based on crucial metrics. To elaborate, we take the data from the table and transform it into a standard 

database format for conducting the experiments. Efforts were directed toward integrating two data mining 

tools classification and clustering to transform the accumulated data into exploitable information. 

The table has thirteen-two rows of data instances and ten metrics as attributes. The initial phase of 

the experimental process involves delineating the inputs and outputs of the datasets. The data inputs 
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encompass metrics such as scalability, performance, and throughput, while the singular output targeted for 

prediction pertains to the primary column in the table denoted as “algorithm”. This serves as the central 

quandary that researchers endeavor to address. 

 

4.1.1. Classification  

Starting with the classification tool when building a model, the experimental classification shows 

that twelve data instances (rows) are correctly classified, while twenty are not. The created model has a 

squared error rate of more than sixteen-two percent. Additionally, the decision tree generated using the J48 

algorithm has twelve leaves of algorithms as outcomes, with the “performance” metric attribute represented 

at the root of the tree, explaining that the flow of decisions must start with the “Performance” metric. Also, 

the decision tree of the model generates just twelve results that cannot be achieved to cover all the other 

algorithms mentioned in Table 1. These metrics are represented in gray color in Figure 1, and algorithms are 

displayed in blue in the same figure. Therefore, the flow of the decision tree has many ambiguities as we can 

cite; for example, the node mentioned “throughput” led to an “overhead” node even if the decision is “yes” or 

“no”; thus, they led to the same metric.  

 

 

 
 

Figure 1. View of the tree using the J48 algorithm method to analyze data instances from the table result 

 

 

4.1.2. Clustering 

For the clustering analysis, we use the K-means algorithm, and thus we vary the value of “K” that 

remains to several desired algorithms that have the same metric. For instance, with K=5, we obtain a model 

with a squared error of 42, while for K=10, we obtain ten clustered instances with a squared error equal to 

24. As we increase the value of K, the squared error decreases. Finally, for K equal to or greater than 23, the 

squared error stays zero, which means a clean and accrued model but unlikely with an important value of K 

that indicates several algorithm groups that we are working to address. Table 2 shows the variation of the 

squared errors with the different values of K (number of desired algorithms), and the associated graph is 

shown in Figure 2 represents the variation of squared error during changing K value that controls the 

instances having the same metrics or in other words, number of algorithms having the same metrics. 
 

 

Table 2. Variation of squared error depending on K value  
Value of K (number of algorithms) Squared error 

2 68 

5 42 
7 

10 
20 

21 

32 

33 

24 
5 

4 

0 
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Figure 2. Graph view of the variation of squared errors depending on K (number of algorithms group) value 

 

 

4.2.  Discussion  

In general, previous studies have addressed the load balancing issue by discussing the advantages 

and disadvantages of each technique or by creating a hierarchical taxonomy. Additionally, the prevailing 

approach in existing studies involves compiling and categorizing algorithms into tables without effectively 

leveraging them to derive meaningful insights or actionable information. In contrast, our study introduces a 

new approach to elucidate the complexity of load balancing in choosing the desired technique to achieve 

users’ objectives through data mining tools. To this end, the experimental exploration, encompassing both 

classification and clustering, revealed pervasive ambiguity in determining the most suitable algorithms to 

achieve user needs based on various metrics.  

 

4.2.1. Classification 

Despite employing multiple metrics for selection, the outcome remained inconclusive, marked by 

significant errors encountered during the utilization of Weka for experimentation. This suggests that the 

classification model fails to meet the ambitions of users and researchers to satisfy various metrics due to 

significant errors during its creation, primarily stemming from inaccurate content. Subsequently, this directly 

affects users in selecting one or a group of suitable algorithms. Notably, the graphical representation Figure 1 

of the decision tree underscores the necessity to initiate the process of selecting metrics predominantly 

focusing on the “Performance” metric, which might not always align with the comprehensive considerations 

required for cloud users. Furthermore, the flow of selected metrics presents significant ambiguity in many 

metrics during the process of selecting the desired load balancing algorithm. 

  

4.2.2. Clustering 

Similarly, in the clustering tool, the created clustering model yields poor results, failing to meet the 

user’s objectives. Unfortunately, due to the zeroed value error of the model, the outcomes become illegible 

despite creating many choices of suitable algorithms. This confusion consistently troubles users when 

attempting to select the desired algorithms with appropriate metrics. In other words, in the realm of 

clustering, the model failed to align with our objectives of pinpointing a singular algorithm suitable for 

clustering. This discrepancy further complicates the selection process. 

Moreover, the validation process highlights the inherent challenges in selecting load balancing 

algorithms, especially when confronted with an expanding array of criteria. This reaffirms the pressing need for 

a new adaptable model that can seamlessly integrate new updates or additional algorithms, ensuring its 

continual relevance and usability. This proposed model promises to be a robust framework capable of 

addressing the complexities inherent in algorithm selection within data mining practices. Therefore, this 

endeavor unveiled the persistent challenge of selecting an optimal individual or group of algorithms, 

accentuating the complexities associated with this task. Consequently, a foundational model for data mining was 

developed, with the potential to evolve and accommodate future updates or the incorporation of new algorithms.  

 

 

5. LIMITATIONS AND EXTENSION 

 Our method considers a novel method for load balancing algorithm evaluation by employing data 

mining tools, which is rare in current literature. We ignore alternative statistical techniques in our 

experiments and limit ourselves to only two methods: classification and clustering. Similarly, we only 

provide the most significant load balancing measures rather than all of them because of their complexity and 

variety. Furthermore, to satisfy the users the parameters and metrics of this model can be developed in the 

future depending on users of cloud computing. 
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6. CONCLUSION 

Efficient load balancing is essential in cloud computing environments, where diverse workloads and 

changing demands require optimal resource utilization. Effective resource management and optimization are 

crucial for enhancing performance, scalability, and cost-effectiveness in this rapidly evolving field. The paper 

conducted a comparative analysis of load balancing algorithms in cloud computing, employing data mining 

techniques. It highlighted the challenges in algorithm selection due to varied criteria, emphasizing the need 

for further research and practical applications. We have shown that achieving complete satisfaction with load 

balancing algorithms in cloud computing while considering all metrics is difficult. In our future work, we 

propose a new strategy to achieve well load balancing, by taking advantage of the benefits and drawbacks of 

such a technique. In addition, we will exploit the created model to help cloud users select suitable metrics. 
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