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 Distributed denial of service (DDoS) attacks, predicted to be 100 Gbps and 

greater, are expected to begin in the first quarter of 2019, with 77% of all 

attacks concentrated on at least two vectors. According to a Neustar 

Research Agency assessment, DDoS attacks are becoming more powerful 

and common. Among many other issues, distributed denial of service is a 

notable security issue. A large number of research projects have been 

conducted to address this issue, but their methodologies are either inaccurate 

or computationally expensive, making developing an effective DDoS assault 

detection method a critical demand of current research. A DDoS attack 

employs a huge number of agents or resources to carry out the attack, 

resulting in a large-scale attack power. The attackers use their intelligence to 

discover the weak system, which is then coordinated and managed remotely. 

The suggested detection framework uses a frequent time interval balancing 

module with node trust factor validation (FTIBM-NTFV) that is used to 

identify the DDoS attacks in the system for improving the security levels of 

the network. The proposed model is compared with the traditional methods 

and the results are analyzed that represents the proposed model is achieving 

better outcomes. 
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1. INTRODUCTION 

Designing intrusion detection systems (IDS) is becoming increasingly difficult due to the ever-

changing nature of malicious software (malware). Malware authors use various evasion tactics for 

information concealment to avoid detection by an IDS, making the identification of unknown and obfuscated 

malware the major problem in today's more complex malicious attacks. Security risks, such as zero-day 

attacks, have also been on the rise and are specifically targeting internet users. Since information technology 

is now integral to our daily lives, computer security is of the utmost importance.  

Monitoring network performance and investigating any indications of anomalies over the network is 

the primary objective of an IDS. Intruder detection systems have recently begun to use machine learning 

approaches since these methods have shown to be both adaptable and capable of learning, which allows for a 

faster response time. In this paper, we present a model for detecting and classifying intrusions using machine 

learning. 

Distributed denial of service is a major threat to network security. A distributed denial of service 

(DDoS) attack is frequently carried out by creating a massive amount of traffic in order to overwhelm the 

target system's resources [1]. This attack has caused significant damage across the Internet and has resulted in 

massive financial loss. To prevent DDoS attacks, researchers have created a number of detection 

https://creativecommons.org/licenses/by-sa/4.0/
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technologies [2], each of which use a distinct technology. Some of these systems have made use of data 

mining techniques [3], such as machine learning (ML) approaches. It is nevertheless an interesting study to 

suggest more efficient detection systems for DDoS attacks [4]. Researchers are looking for low false alarm 

rates as well as a high detection rate [5]. A detection engine must be able to manage a large amount of real-

time network traffic. This suggested work provides a novel and more efficient DDoS attack detection system 

implementation technique. First, a trust factor validation model is created to reduce the number of 

dimensions and processing needs by validating the nodes, and then a machine learning approach is utilized to 

create a frequent time interval based balancing module [6]. 

The security of IDS depends on the needs of the user and can be implemented either on the server 

side or on the client side [7]. Automated decisions are made possible by combining IDS with machine 

learning techniques [8]. By classifying different kinds of intrusions, machine learning algorithms can process 

them in a manner that protects the network's integrity, confidentiality, and security [9]. Another 

misconception is that distributed denial of service attacks are always the same [10]. While some DDoS 

techniques use a lot of resources, others use very little. Therefore, there may be countless variants of DDoS 

attacks that machine learning algorithms miss. A difficult-to-detect assault strategy is signature-based 

learning, which involves learning to recognize new threats [11].  

Smurf attacks, user datagram protocol (UDP) floods, and transmission control protocol (TCP) floods 

are only a few examples of the many types of DDoS assaults targeting networks today. An assault that 

overwhelms a computer network by sending massive amounts of data to the targeted systems is known as a 

UDP or TCP flood. When machines get ping requests from unknown sources, they will react. The literature 

depicts real-world DDoS attack situations using benchmark datasets [12]. Despite their initial utility, these 

datasets are now considered outdated because attack criteria are constantly evolving. Malware and publicly 

available tools are used by attackers [13]. To identify DDoS attacks in real-time, more recent datasets are 

required. 

The authors used the CICDDOS 2019 dataset, which contains a wide spectrum of dangerous threats. 

Attacks by perpetrators of distributed denial of service have regularly been recognized and remedied using 

ML approaches. When compared to ML algorithms, traditional DDoS attack detection methods are faster, 

more exact, and provide the most accurate results [14]. DDoS attacks are designed to reduce the availability 

of internet services to those who actually use them. In this scenario, the attacker installs malware on 

computers via the internet without the computer user's or owner's knowledge or consent when they visit 

malicious websites [15]. Computers that are known as bot machines are typically compromised due to 

malware. The attacker gets malware onto several computers across multiple places using the internet as a 

medium to build a botnet [16].  

In order to identify suspicious behavior on a particular network segment or device, network 

intrusion detection system (NIDS) analyzes packets sent over the network [17]. In order to identify 

intrusions, host intrusion detection system (HIDS) watches the host's behavior. Also, there are usually three 

ways to categorize an IDS: by signature, by anomaly, or by hybrid detection [18]. We find patterns of 

intrusions that happen often and utilize them to foretell when they will happen again. A hybrid approach of 

anomaly detection is the third type of IDS. It combines two existing methods of detection in order to enhance 

their capabilities. Combining the anomalous approach with the known misuse method allows for the 

detection of unexpected attacks. The system's overall performance will be enhanced [19]. 

The primary objective of this study is to design an anomaly-based system for detecting distributed 

denial-of-service attacks on networks. The initial stage in creating a successful DDoS detection system is to 

gain knowledge of the technologies that are already in use. There are primarily three technologies used by 

intrusion detection systems: network anomaly detection, host intrusion detection, and network intrusion 

detection [20]. Machine learning is used as an initial method during testing and learning, and it gets better 

with time. It establishes a system that optimizes performance by iteratively processing feedback data [21]. 

In this research work, the problems faced by companies from which DDoS attacks can originate is 

considered and suggests a new defensive method to help counter these problems. In addition to storing 

information, the suggested system functions as a sensor, and the acquired data can be used to determine how 

online traffic is classified and the inferences that are made from randomized traffic samples collected on 

network devices using stream protocol [22]. The proposal will not require software or hardware updates, and 

it is compatible with the current internet infrastructure. It is a given that the privacy of the users' data is 

upheld at all stages of system functioning. 

 

 

2. PROPOSED MODEL 

Load forecasting is challenging since there are so many possible variables. A substantial relationship 

between load change and these variables has not been found yet because there are so many possible 
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influences [23]. Even collecting the necessary data was a pain until recently. We can now record and evaluate 

any repercussions on a large scale thanks to new smart meter networks, efficient sensing methods, and 

internet of things (IoT) technology [24]. Because they have so many sensors, smart meters can gather a lot of 

data about their surroundings without human intervention. They can also access the data that other IoT 

devices have shared [25]. The primary command center will receive all of the data in this upload [26]. This 

will allow for the collection of massive amounts of data for future research. Using consumption patterns as 

inputs, this study develops a method for load balancing on a single distribution transformer, node, or feeder. 

The idea behind this method is that different people consume power at different times and have different 

electrical needs [22]. This technology can also be used to disperse the load more evenly on a distribution 

transformer. Therefore, smart grids that have measurement infrastructure are ideal for using the approach. 

Consequently, the method works well with smart grids. 

In the proposed work, a frequent time interval balancing module with node trust factor validation 

(FTIBM-NTFV) model is used to identify the DDoS attacks in the system. The proposed work begins by 

taking network traffic into account using a dataset that records details of network traffic. This dataset is then 

used to detect DDoS. From the extracted dataset features, a feature selection model chooses the most accurate 

and relevant features for attack identification. The proposed model architecture is indicated in Figure 1. 

 

 

 
 

Figure 1. Proposed model architecture 
 

 

Feature extraction is the first step in effective intrusion detection. It involves selecting and 

identifying significant qualities or characteristics from the information. In order to make sure the logistic 

regression model can handle the features consistently; data preparation could include standardizing input 

values. Important features with wider ranges are filtered out of the learning process at this stage, allowing the 

model to function at its best. To fit the model, logistic regression is used after the data is prepared. Estimating 

the parameters (coefficients) that govern the impact of each characteristic on the incursion likelihood is an 

important part of this process. To forecast the likelihood of each data instance being labeled as an intrusion, 

the model uses these coefficients. In order to determine the parameter values that maximize the likelihood of 

the observed data, the fitting procedure employs maximum likelihood estimation. 

The features are extracted from the dataset DS considered and all the features are extracted using (1). 

 

𝐹𝑆[𝐷𝑆(i, M)] = (∑ {
||𝑁𝑗−𝑚𝑒𝑎𝑛(𝑖)||

||𝑁𝑖−𝑚𝑒𝑎𝑛(𝑗)||
}

𝑀

𝑖∈𝑀1
𝑁

∗ 𝑂𝑇𝑖𝑗
𝑙 ) (1) 

 

Here, 𝑁 is the count of total records considered in the dataset, 𝑀 is the last record in the dataset, 𝑂𝑇 is the 

optimum threshold value. The feature set is calculated based on the optimum threshold selected for analyzing 

the traffic rate. The optimum threshold is calculated as (2). 

 

𝑂𝑇𝑖
𝑀 =

∑ ∑ |𝐹𝑆[𝐷𝑆(𝑖)]𝑖
𝑖+1−𝐹𝑆[𝐷𝑆(𝑖+1,𝑀)]|

𝑁N

𝑗

𝑀

𝑖

∑ ∑ max⁡(𝐷𝑆(𝑖,𝑀))
𝑀

𝑗

𝑁

𝑖

 (2) 

 

Let {𝑃1, 𝑃2. . . . . . . 𝑃𝑛} is the set of packets travelling in the network. Let 𝑅 be a random variable with 

probability levels. 
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𝑃(𝑅 = 𝑃𝑖) =
𝑃𝑎𝑐𝑘𝑒𝑡𝑠_𝑡𝑟𝑎𝑣𝑒𝑙𝑙𝑖𝑛𝑔_𝑡𝑜𝑤𝑎𝑟𝑑𝑠_𝐷𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛⁡𝑃𝐷

𝑇𝑜𝑡𝑎𝑙𝑝𝑎𝑐𝑘𝑒𝑡𝑠𝑡𝑟𝑎𝑣𝑒𝑙𝑙𝑖𝑛𝑔𝑡𝑜𝑤𝑎𝑟𝑑𝑠 𝑣𝑎𝑟 𝑖𝑜𝑢𝑠𝑑𝑒𝑠𝑡𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠
 (3) 

 

The nodes trust factor that involved in transmission is calculated as (4). 

 

𝑇𝑟𝑢𝑠𝑡𝐹(N(i)) = ∑ δ𝑀
𝑖=1 (⍵ − 𝑐𝑜𝑢𝑛𝑡(𝑀)) 𝑖 +  min⁡(𝑃𝑖) +max(𝑃𝑖) (4) 

 

where 𝑀 is the total network nodes count, δ⁡indicates the network range, ⍵⁡indicates nodes within the range, 

𝑃 represents probability index of instant node in the range. The probability index of an instant node is 

calculated as (5). 

 

𝑃𝑖 =
𝑝𝑟−𝑝𝑠

𝑡𝑠+𝑇𝑠
 (5) 

 

where 𝑝𝑟 is the total packets received, 𝑝𝑠 is the packets transferred and 𝑡𝑠 is the time taken for node to data 

transfer and 𝑇𝑠 is the total packets generated that is transferred to various destinations. 

The trust factor validation of all the nodes involved in the network transmission is validated as (6). 

 

𝐼𝑓⁡(𝑇𝑟𝑢𝑠𝑡𝐹(N(i))⁡𝜀⁡𝑠𝑒𝑡⁡(𝑇𝑟𝑢𝑠𝑡𝐹) 

{ 

𝑉𝑎𝑙𝑖𝑑𝑎𝑡𝑜𝑟(𝑁(𝑖))
𝑁
=

𝑃𝑖

|𝑅(𝑂𝑇)|+𝑝
𝑖
(FS(i))

+𝐹
𝑗

(𝐶𝑖)
+ 𝑇𝑟𝑢𝑠𝑡𝐹(N(i)) (6) 

} 
𝐸𝑙𝑠𝑒 
{ 
𝑁𝑜𝑑𝑒⁡𝑤𝑖𝑙𝑙⁡𝑏𝑒⁡𝑚𝑎𝑟𝑘𝑒𝑑⁡𝑤𝑖𝑡ℎ⁡‘0’. 
} 
 

Each feature weight is calculated from each pixel for final vector generation that is performed as (7). 

 

𝐹𝑉(𝑁(𝑖)𝜀𝐷𝑆) = ∫ 𝐹𝑖(𝑖, 𝑖 + 1) + ∫ 𝑣𝑎𝑙𝑖𝑑𝑎𝑡𝑜𝑟(𝑁(𝑖)) + ⍵ +∑ 𝑂𝑇𝑖
𝑁(𝑇𝑟𝑢𝑠𝑡𝐹 − 𝑃𝑖

(𝑁))
𝑀

𝑖=1

𝑁

𝑗=𝑖

𝑁

𝑖=1
(7) 

 

The final feature vector set is generated as (8). 

 

𝑇𝐹(𝑁(𝑖)) = ∑ 𝑊(𝐹𝑉(𝑁(𝑖, 𝑖 + 1))𝑛
𝑖=1 ) −

1

𝑁
{∑ validator(𝑁(𝑖))𝑀

𝑖=1 }  (8) 

 

The feature set is finalized and relevant features are extracted. The traffic analysis of every node is 

performed using frequent time interval balancing model to balance the node monitoring such that all nodes 

traffic needs to be analyzed. The node balancing in frequent time interval is performed as (9). 

 

𝑁𝐵(𝑁(𝑖)) = ∑ 𝑇𝐹(𝑁(𝑖) + 𝑇𝑠,𝑒
𝑁 (𝑂𝑇) ∗∞

𝑖=1  min⁡(𝑃𝑖) +max(𝑃𝑖) (9) 

 

Here 𝑇 is the time interval, 𝑠, 𝑒 are the starting and ending time levels for traffic analysis. 𝑂𝑇 is the optimum 

Threshold. 

 

𝐼𝑓⁡(𝑁𝐵(𝑁(𝑖)) < 𝑇ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑇𝑖𝑚𝑒_𝐼𝑛𝑡𝑒𝑟𝑣𝑎𝑙) 
{ 

𝑢𝑝𝑑𝑎𝑡𝑒𝑁𝐵(𝑁(𝑖)) = ∑ ∑ 𝑚𝑖𝑛𝑇 (𝑁𝐵(𝑁(𝑖))) + N(i))validator(𝑁
𝑗=𝑖

𝑁
𝑖=1    (10) 

 

𝑢𝑝𝑑𝑎𝑡𝑒𝑁𝐵(𝑁(𝑖)) = ⁡𝑢𝑝𝑑𝑎𝑡𝑒𝑁𝐵(𝑁(𝑖)) + ∑ ∑ 𝐹𝑉𝑀−1
𝑗=𝑖

𝑁
𝑖=1 (𝑁(𝑖)) + 𝑂𝑇(𝐷𝑆(𝑁(𝑖)) +

∑ 𝑂𝑇𝑖
𝑁(𝑇𝑟𝑢𝑠𝑡𝐹 − 𝑃𝑖

(𝑁))
𝑀

𝑖=1
    (11) 

} 
𝐸𝑙𝑠𝑒 
{ 
𝐷𝑖𝑠𝑐𝑎𝑟𝑑⁡𝑡ℎ𝑒⁡𝑛𝑜𝑑𝑒 
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𝐷𝑖𝑠𝑐𝑆𝑒𝑡[] = 𝑁(𝑖) 
} 

 

The nodes that cause the unnecessary traffic in the network is identified and the attacks causing nodes are 

identified as (12). 

 

𝑎𝑡𝑡𝑎𝑐𝑘𝑆𝑒𝑡(𝑁(𝑖)𝜀𝐷𝑆) = 𝐷𝑖𝑠𝑐𝑆𝑒𝑡[(𝑁(𝑖))] + 𝑁(𝑖)⁡! = 𝑁𝐵(𝑁(𝑖)) (12) 

 

 

3. RESULTS AND DISCUSSION 

There is no greater cyber threat than DDoS attacks right now. Resources like bandwidth and buffer 

capacity on the impacted server are reduced because the server cannot supply them to legitimate clients. One 

of the most significant forms of these attacks is the DDoS attack, which slows down the network and causes 

many legitimate user requests to be delayed. Despite the numerous proposed DDoS mitigation schemes, the 

difficult task of distinguishing between valid and fraudulent requests remains unaddressed. Research shows 

that machine learning algorithms may successfully identify DDoS assaults in network data. The proposed 

model considers dataset from the link https://www.kaggle.com/datasets/yashwanthkumbam/apaddos-dataset. 

The detection of malicious connections has become more of a tough undertaking due to the exponential 

proliferation of connected devices. One common technique utilized for these goals is IDS. Machine learning 

is quickly becoming a standard tool in IDS because to the increasing complexity of assaults and the wide 

variety of typical traffic patterns. Machine learning techniques require access to attack patterns that depict 

various types of attacking traffic in order to identify the enemy's face. The datasets that the machine learning 

community has access to do not, unfortunately, include all patterns for notorious assaults. Common attack 

patterns, such as ACK and PUSH-ACK flooding DDoS attacks, have been underrepresented in current 

datasets; this project aims to rectify that. Developers of intrusion detection systems can use the created 

dataset to improve the detection ratio of detection modules. The dataset contains 151,200 node samples and 

23 features for the detection of intrusion. 

The proposed model is implemented in python and executed in Google Colab. Metrics including 

F1 score, recall, accuracy, and precision were used to assess the efficacy of various machine learning 

algorithms. The suggested detection framework uses a FTIBM-NTFV that is used. The proposed model is 

compared with the traditional physical assessment of an SDN-based security framework for DDoS attack 

mitigation (PASF-DDoS-AM) model, protocol-based deep intrusion detection (PbDID) for DoS and DDoS 

attacks using UNSW-NB15 and Bot-IoT data-sets and intercept the cloud network from brute force and 

DDoS attacks via intrusion detection and prevention system (CNBF-DDoS-IDPS). The results represent that 

the proposed model performance in attack detection is high. 

The node behavior analysis and performance analysis are required to know the network performance. 

Each node packet delivery rate is calculated and the loss rate can be analyzed. The packet delivery represents 

the node behavior. The random node packet delivery levels are shown in Figure 2. 

 

 

 
 

Figure 2. Random node packet delivery levels 

https://www.kaggle.com/datasets/yashwanthkumbam/apaddos-dataset
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Trust factor of every node is calculated based on nodes performance and each node trust factor is 

considered by analyzing the complexity levels, packet delivery rate, energy consumption. The trust factor of 

nodes are used to analyze the node behavior and consider a node as a trusted node or malicious nodes. The 

trust factor validation accuracy levels are represented in Figure 3. 

The features extracted are allocated with weights in the network. The weight allocation is performed 

that are used to consider for training. The features having less dependency are considered and features are 

allocated with highest weight that is highly independent. The feature weight allocation time levels are 

indicated in Figure 4. 

A DDoS assault is when hackers try to overwhelm a server's infrastructure by flooding it with traffic. 

Sites experience significant slowdowns or even crashes as a result, preventing legitimate traffic from reaching 

them. The DDoS attack detection accuracy levels of the proposed and existing models are shown in Figure 5. 

 

 

  
 

Figure 3. Trust factor validation accuracy levels 

 

Figure 4. Feature weight allocation time levels 

 

 

 
 

Figure 5. DDoS attack detection accuracy levels 

 

 

4. CONCLUSION 

The distributed denial-of-service assault, known as a DDoS attack, is one of the most common 

network attacks today. DDoS attacks are becoming more damaging due to the rapid advancement of 

computer and communication technology. As a result, research into DDoS attack detection is becoming 

increasingly important. There has now been some scientific investigation and progress in this area. A 

detection approach with a decent detection accuracy has not been provided due to the diversity of DDoS 

attack modes and the variable quantity of traffic attack. DDoS attacks pose a significant security risk to 

networks. This study proposes a machine learning-based frequent time interval-based balancing approach 
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with node trust factor validation to prevent DDoS attacks on the source side. Our proposed method is capable 

of detecting assaults with a low false positive rate (1.6%) and excellent accuracy (98.4%). Protecting the 

network provider's reputation entails “nipping DDoS attacks in the bud” by detecting and handling DDoS 

attacks before they escalate. To achieve improved overall performance in the future, the usage of several 

machine learning techniques such as unsupervised learning and supervised models will be crucial. In order to 

improve the precision rate, the training samples considered should be upgraded in the future. 
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