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 The behavior of the Bitcoin market is dynamic and erratic, impacted by a 
range of elements including news developments and investor mood. One 

well-known aspect of bitcoin is its extreme volatility. This study uses both 

conventional econometric techniques and deep learning algorithms to 

anticipate the volatility of Bitcoin returns. The research is based on historical 
Bitcoin price data spanning October 2014 to February 2022, which was 

obtained using the Yahoo Finance API. In this work, we contrast the 

efficacy of generalized autoregressive conditional heteroskedasticity 

(GARCH) and threshold ARCH (TARCH) models with long short-term 
memory (LSTM), bidirectional LSTM (Bi-LSTM), and multivariate  

Bi-LSTM models. Model effectiveness is evaluated by means of root mean 

squared error (RMSE) and root mean squared percentage error (RMSPE) 

scores. The multivariate Bi-LSTM model emerges as mostly effective, 
achieving an RMSE score of 0.0425 and an RMSPE score of 0.1106. This 

comparative scrutiny contributes to understanding the dynamics of Bitcoin 

volatility prediction, offering insights that can inform investment strategies 

and risk management practices in this quickly changing environment of 
finance. 
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1. INTRODUCTION 

Since 2009, when Bitcoin was first proposed by Satoshi Nakamoto, the digital currency market has 

attracted a lot of attention. Since April 2019 [1], Bitcoin has grown to be the most profitable and well-known 

cryptocurrency worldwide. Because businesses that are listed on stock markets already possess Bitcoin, 

several financial institutions have started to invest in the digital asset's worth. But as a financial tool, Bitcoin 

is also renowned for its extreme volatility [2]. Numerous factors, such as transaction volume and frequency, 

affect this volatility. These notable variations need to be taken into account by investors when choosing their 

investments. Studies have indicated that the volatility of Bitcoin demonstrates a pro-cyclical tendency, 

increasing in tandem with heightened global economic activity. The volatility of Bitcoin reacts differently to 

increased volatility in the US stock market than does the gold market [3], [4]. Previous studies have modeled 

the volatility subtleties of digital currencies and found that out-of-sample value at risk (VaR) forecasting 
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techniques for cryptocurrencies deviate from optimal in-sample generalized autoregressive conditional 

heteroskedasticity (GARCH)-type parameters [5]. 

This paper addresses the problem of accurately forecasting Bitcoin's volatility, a crucial task for 

investors and financial analysts given Bitcoin's significant price fluctuations. The proposed solution involves 

a comparative analysis of conventional econometric models and advanced deep learning algorithms. 

Specifically, for volatility forecasting we use highly complex multivariate bidirectional long short-term 

memory (Bi-LSTM) networks. Bi-LSTM networks demonstrated very high versatility in different prediction 

tasks, which is evidence for their suitability in the constantly evolving Bitcoin market [6], [7]. 

From the results achieved in this study it can be concluded that modelling with the multivariate  

Bi-LSTM models is more effective than the classical econometric procedures in Bitcoin volatility 

forecasting. The deep learning models achieve more accurate and robust of volatility forecasts since the 

models the interdependence of the input variables involved. The contribution of this work is to extend the 

existing knowledge about the nature of Bitcoin’s volatility and to offer responses to practitioners and 

investors dealing with uncertainty attached to the process of operating on cryptocurrency markets. 

The rest of the manuscript is organized as follows: Section 2 describes the materials and 

methodologies. Section 3 covers the model descriptions. Section 4 presents the result analysis, followed by 

the conclusion and future scope of this work in section 5. 

 

 

2. MATERIALS AND METHODS 

Bitcoin daily return refers to the variation in Bitcoin's price from the end of one day to the next, 

expressed as its natural logarithm. Calculating Bitcoin's realized volatility involves analyzing its daily 

opening, high, low, and closing prices. The BTC-USD exchange rate dataset used in this study is sourced 

from the widely used Python library Yahoo Finance API, spanning from October 2014 to February 2022. The 

dataset includes timestamps, opening, high, low, and closing prices, as well as volume_(BTC), returns, and 

log_returns. The distribution plots of the dataset's returns and log returns are shown in Figure 1. 

 

 

 
 

Figure 1. Distribution plots of returns and log returns 

 

 

The pricing of Bitcoin is highly sensitive to speculative trading mostly in the short-term as traders 

use price swings to gain quick income. Choice of models and understanding the data structure requires 

examination of the autocorrelation function (ACF) and partial autocorrelation function (PACF) of Bitcoin 

price data [8]. Particularly, the ACF determines the level of relation between the time series and the lagged or 

the previous values of the variable at distinct intervals to determine whether the data obeys the rule of 

seriation dependence. In this case, it becomes possible to determine the degree of autocorrelation in the prices 

of Bitcoin and this will enable one to predict future price movements. Just like the PACF, it helps in 

identifying how closely a time series and lag values are related and hence it helps in identifying the 

appropriate lag order of time series models [9]. This analysis is mainly important in the process of 

satisfactory modeling of BTC-USD data. Arithmetic returns and logarithmic returns standardize the price 

changes, this makes use of returns to analyze assets flexible and uniform at different time horizons. Since 
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these are nominal values that exclude the actual price scale, they express as percentage variations in price; 

hence, they can be useful in determining the variation extents in the price over time [10], [11]. Normalization 

or scaling is important as it ensures that all the extracted features contribute equally to the learning process of 

the model, rather than one characteristic overpowering those for equal significance. Methods like imputation 

or deletion of the missing values help in managing these gaps while in the preprocessing step. Data 

preprocessing is crucial in Bitcoin prediction as it makes data fit to be used in modeling and analysis. This in 

turn improves the already produced forecasts and increases their level of reliability [12]. 

 

 

3. MODEL BUILDING  

The analysis of the specified economic indicators and data analysis methods is more widespread 

used in the usage of the cryptocurrency prediction models that provides the understanding of the specified 

market trends. The models of prediction that have been well developed try to correct information asymmetric 

and, in this way, they help in the price discovery of Bitcoin thus improving market efficiency and 

transparency in this market. All in all, statistical models tend to take less time for the implementation in most 

of the cases which makes them useful when time is the constraint. Nonetheless, deep learning models are 

able to help to decrease the load of human feature engineering since they are able to learn all the necessary 

features from scratch from raw data. 

 

3.1.  Generalized autoregressive conditional heteroskedasticity (GARCH) 

One of the most admired econometric models suitable for time series analysis and forecasting is the 

GARCH model for those sectors where there is a volatility clustering observed. Recursively adjusting the 

volatility estimates with BTC-USD data as it becomes accessible is one way to accomplish this. Figure 2 

shows the GARCH model projected BTC-USD price [13]. For distribution of log returns 𝑟𝑡 = log(
𝑆𝑡

𝑆𝑡−1
), 

𝑏𝑡 = 𝑟𝑡 − 𝐶𝑡−1[𝑟𝑡] is the modernization at time 𝑡. By including 𝑟𝑡 = 𝜇 + 𝜖𝑡 at time 𝑡, where 𝜇 is the mean 

constant. The mathematical formulation of GARCH (1,1) model is given in (1) to (3). 

 

 

 
 

Figure 2. GARCH model predicted BTC-USD price 

 

 

For log returns series 𝑏𝑡 = 𝑟𝑡 − 𝐶𝑡−1[𝑟𝑡] be the innovation. Then 𝑏𝑡 follows a GARCH (p, q) in mean model 

if, 

 

𝑏𝑡 = √ℎ𝑡 𝑒𝑡  (1) 

 

ℎ𝑡= 𝛼0 +∑ 𝛼1𝑏𝑡−1
2𝑞

𝑡=1  + ∑ 𝛽1ℎ𝑡−1
𝑝
𝑡=1    (2) 

 

√ℎ𝑡 = 𝛼0 +∑ 𝛼1
𝑞
𝑡=1 (|𝑏𝑡−1|-η1𝑎𝑡−1) + ∑ 𝛽1

𝑝
𝑡=1 √ℎ𝑡−1   (3) 

 

The GARCH (𝑝, 𝑞) model is static if, ∑ 𝛼𝑖
𝑞
𝑖=1  + ∑ 𝛽𝑖

𝑝
𝑖=1 ≤ 1. Further, ∑ 𝛼𝑖

𝑞
𝑖=1  + ∑ 𝛽𝑖

𝑝
𝑖=1 = 1, then the 

GARCH (𝑝, 𝑞) process is integrated GARCH (IGARCH). 
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3.2.  Threshold ARCH (TARCH) 

The influence of previous volatility shocks on present volatility is incorporated into the TARCH 

model, which expands upon the conventional GARCH model. Equation (4) presents the fundamental 

equation of the TARCH (𝑝, 𝑞) model. 

 

𝜎𝑡
2 = 𝜔 + 𝛼𝑝𝑡−1

2 + 𝛽𝜎𝑡−1
2  + 𝛾𝑝𝑡−1

2  . 1{𝑝𝑡−1 < 0}   (4) 

 

Here 𝜎𝑡
2 is the conventional variance of the time series at time t, 𝜔 is the constant term, 𝛼, 𝛽, and 𝛾 is the 

coefficient of the lagged error term [14]. The TARCH model allows capturing the asymmetric retort of 

fluctuation to shocks, both positive and negative by the term 𝛾𝑝𝑡−1
2 . 1{𝑝𝑡−1<0}. This term adjusts the 

conditional variance based on the sign of the lagged squared error term 𝑝𝑡−1
2 . The TARCH model's ability to 

account for asymmetric volatility impacts is one of its main features. Given that market sentiment changes 

quickly and price movements frequently show asymmetry in the context of Bitcoin, the TARCH model's 

capacity to independently represent positive and negative volatility shocks can lead to more precise forecasts. 

Figure 3 shows the TARCH model forecast BTC-USD price [15], [16]. 

 

 

 
 

Figure 3. TARCH model predicted BTC-USD price 

 

 

3.3.  Long short-term memory (LSTM) 

Bitcoin price data often exhibits long-term relationships and intricate patterns, which can lead to more 

accurate forecasts of future price variations. These complex correlations with Bitcoin values are effectively 

modeled using LSTM models. LSTMs are powerful nonlinear function approximators that enhance the 

reliability of predictions. In this study, an LSTM layer with 20 units is employed, utilizing input sequences 

spanning 14 days (or 14-time steps) and corresponding target values. This layer captures and processes temporal 

dependencies from the input sequences. Figure 4 illustrates the LSTM model's forecast of BTC-USD prices 

[17], [18]. The mathematical formulations of the basic LSTM model are presented in (5) to (7). 

 

𝑓𝑡 = 𝜎(𝑊𝑓 .  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)  (5) 

 

𝑖𝑡 = 𝜎(𝑊𝑓 .  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑡)    (6) 

 

𝐶𝑡 = 𝑓𝑡 ∗ 𝐶𝑡−1 + 𝑖𝑡 ∗ tanh (𝑊𝑐 . [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)   (7)  

 

where 𝑓𝑡, 𝑖𝑡, and 𝐶𝑡 indicate that the input, output, and forget gates are activated. 𝐶𝑡 and ℎ𝑡 denote the 

activation vector. 

 

3.4.  Bidirectional LSTM (Bi-LSTM) 

To improve the model's ability to detect temporal trends, we employ a Bi-LSTM architecture that 

captures data from both preceding and subsequent time steps. The initial bidirectional LSTM layer, 

comprising 32 units and returning sequences, facilitates information propagation to subsequent layers while 

preserving temporal context. A second bidirectional LSTM layer with 16 units integrates data from both 

directions. The final dense layer, equipped with a single neuron, predicts the Bitcoin price. The simplified 

Bi-LSTM model is mathematically represented in (8) and (9). 
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𝑓𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

= 𝜎(𝑊𝑓
𝑓𝑜𝑟𝑤𝑎𝑟𝑑[ℎ𝑡−1

𝑓𝑜𝑟𝑤𝑎𝑟𝑑
, 𝑥𝑡] + 𝑏𝑓

𝑓𝑜𝑟𝑤𝑎𝑟𝑑
)   (8) 

 

𝑖𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

= 𝜎(𝑊𝑖
𝑓𝑜𝑟𝑤𝑎𝑟𝑑[ℎ𝑡−1

𝑓𝑜𝑟𝑤𝑎𝑟𝑑
, 𝑥𝑡] + 𝑏𝑖

𝑓𝑜𝑟𝑤𝑎𝑟𝑑
)  (9) 

 

According to (8) and (9), where, 𝑥𝑡 is the input vector, ℎ𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

 is the hidden state vector. Figure 5 shows 

the Bi-LSTM model predicted BTC-USD price. The marketplaces for cryptocurrencies are extremely volatile 

and prone to sudden shifts over time. Because bidirectional LSTMs can capture long-range relationships and 

modify their internal states in response to past and future data, they are excellent at representing temporal 

dynamics. As a result, the model can adjust to shifting market conditions and produce precise forecasts over a 

range of time periods [19], [20]. 

 

 

 
 

Figure 4. LSTM model predicted BTC-USD price 

 

 

 
 

Figure 5. Bidirectional LSTM model predicted BTC-USD price 

 

 

3.5.  Multivariate Bi-LSTM 

Multivariate Bi-LSTMs excel at capturing these relationships by processing inputs both forward and 

backward [21]. The predicted price of BTC-USD as per the multivariate Bi-LSTM model is as shown below 

in Figure 6. Multivariate Bi-LSTMs are also more beneficial in learning the temporal characteristics of data 

since it uses past and future information during learning. This approach is very useful for BTC forecasting as 

historical is known for boosting the predictive potential [22]. Fundamental multivariate Bi-LSTM model is 

mathematically characterized in (10) to (15): 

 

𝑓𝑡=𝜎(𝑊𝑓  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓)  (10) 
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𝑖𝑡=𝜎(𝑊𝑖  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖)  (11) 

 

𝑐�̃�=𝑡𝑎𝑛ℎ(𝑊𝑐  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐)  (12) 

 

𝑐𝑡 = 𝑓𝑡ʘ𝑐𝑡−1+𝑖𝑡ʘ𝑐�̃�  (13) 

 

𝑜𝑡=𝜎(𝑊𝑜  [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜)  (14) 

 

ℎ𝑡 = 𝑜𝑡ʘtanh (𝑐𝑡)  (15) 

 

where 𝑥𝑡 is the input vector at time step 𝑡, ℎ𝑡 is the hidden state at time 𝑡, 𝑐𝑡 is the cell state, 𝑊 and 𝑈 as 

weight matrices and 𝑏 as the bias vector. LSTMs can learn representations of the input data at different levels 

of abstraction and hence reveal information about what are the underlying reasons driving fluctuations in 

Bitcoin's price in standard regularity. The interpretability can be useful for both making intelligent trading 

decisions as well as having an understanding of market dynamics [23]–[25]. 

 

 

 
 

Figure 6. Multivariate Bi-LSTM model forecast BTC-USD price 

 

 

4. RESULT ANALYSIS 

Traders and investors rely on volatility forecasts as important tools in dealing with risks more 

efficiently [26]. The error scores from Table 1 compare different models used to predict Bitcoin volatility. 

GARCH model’s error metrics are higher with root mean squared error (RMSE) of 0.1930 and root mean 

square percentage error (RMSPE) of 0.5334, indicating that it is not good at capturing the intricate patterns of 

Bitcoin’s volatility correctly. On the other hand, TARCH has improved significantly evidenced by an RMSE 

of 0.0702 and RMSPE of 0.1752 which indicates a better fit to bitcoin’s asymmetric volatility characteristics 

when compared to GARCH. When coming to deep learning models, LSTM shows a much-enhanced 

performance having an RMSE value of 0.0448 and RMSPE value of 0.1155 which surpasses those for both 

GARCH and TARCH models alike. The Bi-LSTM model, on the other hand, produces competitive results 

with an RMSE of 0.0519 and an RMSPE of 0.1288, indicating bidirectional data processing, which 

strengthens its capacity for making predictions. But the incorporation of several predictors, the Multivariate 

Bi-LSTM model records a lower error score: RMSE=0.0425; RMSPE=0.1106. This means that it is more 

accurate in forecasting the future values of Bitcoin volatility. This work sheds light on the potential use of 

deep learning systems for digital currency forecasting, since they can provide valuable insights into risk 

management and investment approaches in chaotic financial markets. 
 
 

Table 1. Error score of each model 
Model name RMSE RMSPE 

GARCH 0.1930 0.5334 

TARCH 0.0702 0.1752 

LSTM 0.0448 0.1155 

Bi-LSTM 

Multivariate Bi-LSTM 

0.0519 

0.0425 

0.1288 

0.1106 
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A bar diagram comparing the RMSE and RMSPE scores of estimated values against actual values 

from different models was shown in Figure 7, which presents a visual representation of how accurate and 

reliable each model is when compared to one another. As shown in this figure, the multivariate Bi-LSTM 

model has a low RMSE and RMSPE score. The multivariate Bi-LSTM model’s RMSE score is 0.0425 while 

the RMSPE score is 0.1106. We take a variable 𝑏𝑒𝑠𝑡_𝑙𝑟 while assigning it a 6.9e-5 value. The learning rate 

represented by this number, 6.9e-5, is commonly employed in deep learning methods. Specifically, it is 

utilized in gradient descent and other optimization techniques to define the step size chosen during each 

iteration of updating the model parameters. In this instance, 6.9e-5 is written in scientific notation, where  

e-5 stands for 6.9 times 10 raised to the power of -5. 6.9e-5 is therefore equal to 0.000069. Forecasting 

volatility has an impact on how widely cryptocurrencies are used for regular transactions and applications. If 

the value of cryptocurrencies fluctuates a lot, people could be reluctant to accept them as payment or use 

them as a means of exchange. More precise forecasts of volatility reduce this worry and encourage broader 

use. Figure 8 shows the training MSE vs training RMSPE plot. 

 

 

 
 

Figure 7. Histogram plot of RMSE and RMSPE of each model 

 

 

 
 

Figure 8. Training MSE vs training RMSPE plot 
 

 

5. CONCLUSION  

We have examined and projected financial time series related to cryptocurrencies, primarily 

concentrating on Bitcoin, the most recognized specimen of this kind of digital asset. Our approach uses 

multivariate Bi-LSTM models, which are adept at merging historical and real-time data, to familiarize the 

shifting market conditions. We show how these models can detect anomalies and foresee potential issues, 

improving reliability and transparency in cryptocurrency trading. Precisely forecasting the fluctuations in 

Bitcoin can impact not just particular trading strategies but also broader elements such as enhanced risk 

mitigation and informed market governance. Modern analytical methods and deep learning models like  
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Bi-LSTMs offer stakeholders crucial instruments for handling complex market conditions as the 

cryptocurrency ecosystem evolves. Future studies could focus on enhancing the model's functionality, adding 

more data sources for increased predictive accuracy, developing real-time monitoring systems, exploring 

effective risk management strategies, and examining the regulatory implications of volatility forecasts. 

Through these efforts, we seek to increase our understanding of Bitcoin markets and establish a more stable 

and robust environment for digital assets. 

 

 

REFERENCES 
[1] V. Derbentsev, A. Matviychuk, and V. N. Soloviev, “Forecasting of cryptocurrency prices using machine learning,” Advanced 

Studies of Financial Technologies and Cryptocurrency Markets, pp. 211–231, 2020, doi: 10.1007/978-981-15-4498-9_12. 

[2] N. Tripathy, S. Hota, and D. Mishra, “Performance analysis of bitcoin forecasting using deep learning techniques,” Indonesian 

Journal of Electrical Engineering and Computer Science, vol. 31, no. 3, pp. 1515–1522, Sep. 2023, doi: 

10.11591/ijeecs.v31.i3.pp1515-1522. 

[3] C. Conrad, A. Custovic, and E. Ghysels, “Long-and short-term cryptocurrency volatility components: A GARCH-MIDAS 

analysis,” Journal of Risk and Financial Management, vol. 11, no. 2, May 2018, doi: 10.3390/jrfm11020023. 

[4] A. Ngunyi, S. Mundia, and C. Omari, “Modelling volatility dynamics of cryptocurrencies using GARCH models,” Journal of 

Mathematical Finance, vol. 09, no. 04, pp. 591–615, 2019, doi: 10.4236/jmf.2019.94030. 

[5] B. Podgorelec, M. Turkanović, and S. Karakatič, “A machine learning-based method for automated blockchain transaction 

signing including personalized anomaly detection,” Sensors (Switzerland), vol. 20, no. 1, 2020, doi: 10.3390/s20010147. 

[6] K. Ariya, S. Chanaim, and A. Y. Dawod, “Correlation between capital markets and cryptocurrency: impact of the coronavirus,” 

International Journal of Electrical and Computer Engineering, vol. 13, no. 6, pp. 6637–6645, 2023, doi: 

10.11591/ijece.v13i6.pp6637-6645. 

[7] A. Viswam and G. Darsan, “An efficient bitcoin fraud detection in social media networks,” in Proceedings of IEEE International 

Conference on Circuit, Power and Computing Technologies, 2017, pp. 1–4, doi: 10.1109/ICCPCT.2017.8074262. 

[8] N. Tripathy, S. Hota, S. Prusty, and S. K. Nayak, “Performance analysis of deep learning techniques for time series forecasting,” 

in 2023 International Conference in Advances in Power, Signal, and Information Technology, APSIT 2023, 2023, pp. 639–644, 

doi: 10.1109/APSIT58554.2023.10201734. 

[9] R. Tan, Q. Tan, P. Zhang, and Z. Li, “Graph neural network for ethereum fraud detection,” in Proceedings - 12th IEEE 

International Conference on Big Knowledge, ICBK 2021, 2021, pp. 78–85, doi: 10.1109/ICKG52313.2021.00020. 

[10] R. F. Ibrahim, A. M. Elian, and M. Ababneh, “Illicit account detection in the Ethereum Blockchain using machine learning,”  

in 2021 International Conference on Information Technology, 2021, pp. 488–493, doi: 10.1109/ICIT52682.2021.9491653. 

[11] O. I. Jacinta, A. E. Omolara, M. Alawida, O. I. Abiodun, and A. Alabdultif, “Detection of Ponzi scheme on Ethereum using 

machine learning algorithms,” Scientific Reports, vol. 13, no. 1, 2023, doi: 10.1038/s41598-023-45275-0. 

[12] T. Hu et al., “Transaction-based classification and detection approach for Ethereum smart contract,” Information Processing and 

Management, vol. 58, no. 2, 2021, doi: 10.1016/j.ipm.2020.102462. 

[13] N. Nayyer, N. Javaid, M. Akbar, A. Aldegheishem, N. Alrajeh, and M. Jamil, “A new framework for fraud detection in bitcoin 

transactions through ensemble stacking model in smart cities,” IEEE Access, vol. 11, pp. 90916–90938, 2023,  

doi: 10.1109/ACCESS.2023.3308298. 

[14] N. Tripathy, P. Satapathy, S. Hota, S. K. Nayak, and D. Mishra, “Empirical forecasting analysis of bitcoin prices: a comparison of 

machine learning, deep learning, and ensemble learning models,” International Journal of Electrical and Computer Engineering 

Systems, vol. 15, no. 1, pp. 21–29, 2024, doi: 10.32985/ijeces.15.1.3. 

[15] H. Jang and J. Lee, “An empirical study on modeling and prediction of bitcoin prices with Bayesian neural networks based on 

Blockchain information,” IEEE Access, vol. 6, pp. 5427–5437, 2017, doi: 10.1109/ACCESS.2017.2779181. 

[16] N. Tripathy, S. K. Nayak, J. F. Godslove, I. K. Friday, and S. S. Dalai, “Credit card fraud detection using logistic regression and 

synthetic minority oversampling technique (SMOTE) approach,” International Journal of Computer and Communication 

Technology, pp. 38–45, 2022, doi: 10.47893/ijcct.2022.1438. 

[17] M. A. Nasir, T. L. D. Huynh, S. P. Nguyen, and D. Duong, “Forecasting cryptocurrency returns and volume using search 

engines,” Financial Innovation, vol. 5, no. 1, 2019, doi: 10.1186/s40854-018-0119-8. 

[18] I. Nasirtafreshi, “Forecasting cryptocurrency prices using recurrent neural network and long short-term memory,” Data and 

Knowledge Engineering, vol. 139, 2022, doi: 10.1016/j.datak.2022.102009. 

[19] H. Sebastião and P. Godinho, “Forecasting and trading cryptocurrencies with machine learning under changing market 

conditions,” Financial Innovation, vol. 7, no. 1, 2021, doi: 10.1186/s40854-020-00217-x. 

[20] M. R. Cherati, A. Haeri, and S. F. Ghannadpour, “Cryptocurrency direction forecasting using deep learning algorithms,” Journal 

of Statistical Computation and Simulation, vol. 91, no. 12, pp. 2475–2489, 2021, doi: 10.1080/00949655.2021.1899179. 

[21] O. Kraaijeveld and J. De Smedt, “The predictive power of public Twitter sentiment for forecasting cryptocurrency prices,” 

Journal of International Financial Markets, Institutions and Money, vol. 65, 2020, doi: 10.1016/j.intfin.2020.101188. 

[22] N. Tripathy, S. K. Balabantaray, S. Parida, and S. K. Nayak, “Cryptocurrency fraud detection through classification techniques,” 

International Journal of Electrical and Computer Engineering, vol. 14, no. 3, pp. 2918–2926, 2024, doi: 

10.11591/ijece.v14i3.pp2918-2926. 

[23] Z. Zhang, H. N. Dai, J. Zhou, S. K. Mondal, M. M. García, and H. Wang, “Forecasting cryptocurrency price using convolutional 

neural networks with weighted and attentive memory channels,” Expert Systems with Applications, vol. 183, 2021,  

doi: 10.1016/j.eswa.2021.115378. 

[24] T. W. Septiarini, M. R. Taufik, M. Afif, and A. Rukminastiti Masyrifah, “A comparative study for Bitcoin cryptocurrency 

forecasting in period 2017-2019,” Journal of Physics: Conference Series, vol. 1511, no. 1, 2020, doi: 10.1088/1742-

6596/1511/1/012056. 

[25] I. Yenidogan, A. Cayir, O. Kozan, T. Dag, and C. Arslan, “Bitcoin Forecasting using ARIMA and PROPHET,” in UBMK 2018 - 

3rd International Conference on Computer Science and Engineering, 2018, pp. 621–624, doi: 10.1109/UBMK.2018.8566476. 

[26] R. Chowdhury, M. A. Rahman, M. S. Rahman, and M. R. C. Mahdy, “Predicting and forecasting the price of constituents and 

index of cryptocurrency using machine learning,” arXiv:1905.08444., 2019. 

 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 1, February 2025: 614-623 

622 

BIOGRAPHIES OF AUTHORS  

 

 

Nrusingha Tripathy     received an MCA degree in computer science from 

Ravenshaw University, Cuttack, Odisha, India, in 2018, and an M.Tech. degree in computer 
science from Utkal University, Bhubaneswar, Odisha, India, in 2020. Currently, he is pursuing 

a Ph.D. in computer science and engineering at the Institute of Technical Education and 

Research (ITER) at Siksha ‘O’ Anusandhan (Deemed to be) University, Bhubaneswar, India. 

He has published five conference papers and ten journal papers. With over five years of 
teaching experience. He can be contacted via email at nrusinghatripathy654@gmail.com. 

  

 

Debahuti Mishra     received an M.Tech. in computer science and engineering from 

KIIT Deemed to be University, Bhubaneswar, India, in 2006, and a Ph.D. from Siksha ‘O’ 

Anusandhan (Deemed to be) University, Bhubaneswar, India, in 2011. She is currently a 

professor and head of the Department of Computer Science and Engineering at ITER, Siksha 

‘O’ Anusandhan (Deemed to be) University. Her research interests include data mining, 

financial market prediction, and image processing. She has authored eight books and over 260 

research papers. She can be contacted at debahutimishra@soa.ac.in. 

  

 

Sarbeswara Hota     received his MCA from the National Institute of Technology 

(NIT), Rourkela, India, in 2002, and his Ph.D. in computer science and engineering from 
Siksha ‘O’ Anusandhan (Deemed to be) University in 2019. He is currently an associate 

professor in the Department of Computer Application at the same University. His research 

interests include data mining, machine learning, and deep learning. He has published 30 

papers in various international journals and conferences. He can be contacted at email: 
sarbeswarahota@soa.ac.in. 

  

 

Sashikala Mishra     senior member of IEEE, earned her Ph.D. in 2015 from  

Siksha ‘O’ Anusandhan (Deemed to be) University, Bhubaneswar, India, specializing in 

bioinformatics and data mining. Presently, she serves currently as a professor in the 

Department of Computer Science and Engineering at Symbiosis Institute of Technology, 
Symbiosis International University, Pune. Her research spans diverse domains including 

artificial intelligence, conservation biology, pricing theory, bioinformatics, data mining, image 

processing, and networking. She can be contacted at sashikala.mishra@sitpune.edu.in. 

  

 

Gobinda Chandra Das     received his MCA degree from IPSAR College Cuttack 

in 2016, Odisha. M. Tech (Computer science and engineering) form CIME college in 2019 
Bhubaneswar, Odiaha. Currently working as assistant professor in DEPT of CSE KL (Deemed 

to be) University Vijaywada and Pursuing (PhD) in KL (Deemed to) University Vijayawada 

(Andhrapradesh) India. He has published 2 patents, 2 journal publications and also have 6yrs+ 

teaching experiences. He can be contacted at: govindachandrad@gmail.com. 

  

https://orcid.org/0000-0002-0272-7479
https://scholar.google.com/citations?user=jztTfEMAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=58547089200
https://www.webofscience.com/wos/author/record/IQS-1672-2023
https://orcid.org/0000-0002-6827-6121
https://scholar.google.com/citations?user=k1pS2AQAAAAJ&hl=en
https://orcid.org/0009-0006-0921-8323
https://scholar.google.co.in/citations?user=M6_p8usAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=56349935800
https://orcid.org/0000-0002-5433-4917
https://scholar.google.com/citations?user=PI4QJtoAAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=57195369705
https://orcid.org/0009-0001-5158-0047


Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Bitcoin volatility forecasting: a comparative analysis of conventional … (Nrusingha Tripathy) 

623 

 

Sasanka Sekhar Dalai     received the M.Tech. degree in computer science from 

the College of Engineering and Technology, BPUT Bhubaneswar, Odisha, India. He is 

currently pursuing his Ph.D. in Computer Science and Engineering at the Institute of 

Technical Education and Research (I.T.E.R.) in Siksha O Anusandhan Deemed to be 
University, Bhubaneswar, India, and has published one Conference and two journal papers. 

Although, he has 9+ years of teaching experience. His research interests include machine 

learning, deep learning, and image processing. He can be contacted at email: 

sasanka.sekhar.dalai@gmail.com. 

  

 

Subrat Kumar Nayak     received an MCA from Biju Patnaik University of 

Technology, Odisha, in 2010 and an M.Tech. in Computer Science from Utkal University, 

Bhubaneswar, in 2012. He is currently pursuing a Ph.D. in computer science and engineering 

at Siksha ‘O’ Anusandhan (Deemed to be) University, Bhubaneswar, India. He has published 
10 papers in international journals and conferences and qualified UGC NET in 2012. With 

over six years of academic experience and three years of government experience. He can be 

contacted at subratsilicon28@gmail.com. 

 

https://orcid.org/0000-0002-1297-3032
https://orcid.org/0000-0002-7438-9085
https://scholar.google.com/citations?user=MRL-Vt4AAAAJ&hl=en&oi=ao
https://www.scopus.com/authid/detail.uri?authorId=57224708360
https://www.webofscience.com/wos/author/record/JMQ-3634-2023

