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 Animal intrusion has caused many issues for human beings, especially 

monkeys. Monkeys have caused many problems such as yield crop damage, 

damage to human facilities and assets and stealing food. This study aims to 

investigate the use of deep learning to detect monkey presence accurately 

and use a proper repellent system to scare them away. A deep learning 

algorithm is constructed with supervised learning, which includes the 

monkey dataset with appropriate labelling of the object of interest. The 

detection of the monkey comes with a bounding box with respective 

confidence of detection. The result is then used to evaluate the accuracy of 

monkey detection. The accuracy of the trained model is assessed by 

evaluating its performance under varying conditions of camera quality and 

distances. The study focuses on proving the reliability of deep learning to 

detect monkeys and automatically perform corresponding actions like 

repelling monkeys. Hence this may reduce the reliance of manpower to 

secure a large space and improve safety issues. 
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1. INTRODUCTION 

Human-monkey conflict has been a serious issue over the years for example damage to yield crops, 

intrusion into human facilities and stealing human food. The wildlife department has continued to cull long-

tailed macaques, with up to 70,000 animals being killed annually between 2013 and 2016 due to the average 

of 3,800 complaints from the public made nationally each year. However, according to [1] the culling of 

these monkeys has decreased in recent years, with officials now focusing more on transferring rather than 

killing them.  

Moving the monkey will not solve the problem in the long term. But it cannot be sure that other groups 

of monkeys will not come again in the future. This is where animal classification comes in particularly handy to 

solve human-monkey conflicts in the long term [2]. In these circumstances, an image classifier/identifier is 

useful since it automates the process of classifying and identifying the monkey [3]. Utilizing deep learning 

integrated with a convolutional neural network (CNN) approach facilitates the straightforward detection of 

monkeys via camera [4]. This method is also presented in other applications which resulted in the object being 

detected successfully [5]–[7]. This study requires a computer that can run Python code for training the model 

algorithm, then it can interact with a 24/7 camera for monitoring the presence of a monkey and a speaker to 

produce appropriate repellent sound to scare the monkey away [8], [9]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Animal intrusion has been a problem for human beings for a long time. Previous researchers has 

been taking part in safeguarding the assets and life of human beings which include the residential area, 

working place, institution, and agricultural crop area [10]–[13]. The most common animal related to this kind 

of intrusion is the monkey. 

Conventional animal detection with passive infrared (PIR) sensors lacks accuracy and visual 

evidence, potentially compromising reliability [14]. These sensors detect presence but not location precisely, 

sensitive to factors like object size and distance. This can affect transparency and reliability, crucial for 

repelling monkeys while excluding other moving objects. Additionally, the machine learning model's 

effectiveness in identifying monkeys may be hindered by inadequate training data, leading to biased or poor 

performance [15]–[19]. The monkey detection method refers to the various techniques and approaches used 

to identify and locate monkeys in each environment [20], [21]. The line model approach consists of several 

processes to detect monkeys, the process is background extraction, star skeletonization, and line model 

matching process [22], [23]. A straightforward background subtraction technique is used to remove the 

primary constituent portion from the background. Supervised learning algorithms are trained with labelled 

examples, such as an input with a known desired output [24]. When presented with new data, the model is 

trained to recognize the underlying patterns and correlations between the input data and the output labels, 

allowing it to produce accurate labelling results. However, the accuracy of monkey detection has not yet been 

studied across video qualities and at varying distances. This is because the accuracy of the model is subject to 

the input image quality [25]. The main objective of this project is to develop an image classification method 

using YOLOv7 algorithm tailored for accurately detecting monkeys. The accuracy of this detection will be 

assessed across various levels of image quality and distances, which are critical factors influencing the 

effectiveness of the model in practical scenarios.  

 

 

2. METHOD  

An integrated pipeline for monkey detection using deep learning is illustrated in Figure 1. First, the 

collection of the dataset is obtained by capturing an image at different areas with different angles. Next, each 

image is labelled to create a comprehensive monkey cluster for training purposes. The data was trained by the 

YOLOv7 algorithm to educate the machine learning on recognizing monkeys. Following the training phase, 

the accuracy and performance of the trained model are evaluated. If the results do not meet expectations, 

hyperparameter tuning is conducted, adjusting parameters such as learning rate, optimizer weight decay, and 

momentum among others. In this study, 363 monkey images are used with 70, 20 and 10% for training, 

validation and test respectively. Follows are details explanations of dataset collection, dataset labelling and 

training model. 

 

2.1.  Dataset collection 

In the context of monkey video analysis, the process involves recording a monkey video using a 

smartphone or camera and then converting it into a set of separate photos. The dataset collection and 

preparation process as follows: i) begin by recording a video of monkeys using a smartphone or camera, 

ensuring the video quality is sufficient to capture their behavior and movement effectively while considering 

factors such as lighting conditions, camera stability, and subject clarity; ii) after recording the video, proceed 

to convert it into a sequence of individual images using an MP4 to JPG converter available online. This tool 

extracts each frame from the video and saves it as a separate JPEG image file. It is important to select a 

dependable converter that supports your specific video format and offers essential customization features;  

iii) after converting the video into an image sequence, there will be a series of frames representing different 

moments from the recorded video. Not all frames may be suitable for the dataset, especially those lacking 

significant movement. It is important to manually review and select frames that show noticeable changes 

from one frame to another. This ensures that the dataset includes diverse instances of monkey behavior, 

facilitating effective learning by the model; and iv) evaluate the quality of the selected frames to confirm they 

meet the dataset criteria. Factors to consider include clarity, focus, lighting, and overall image quality. 

Exclude frames that are blurry, distorted, or inadequately lit to maintain a dataset comprising high-quality 

images. This process aims to reduce noise and unwanted variations that could hinder the model's training 

effectiveness. 

 

2.2.  Dataset labeling  

Dataset labelling is done using the application “labelImg”, LabelImg is a popular graphical image 

annotation tool used for labeling objects in images. It provides a user-friendly interface for manually 

annotating objects of interest. “Open Dir” is where to place our dataset which is ready for label, and “Change 

Save Dir” is the directory where we save the annotation file. “Create RectBox” is used to create a rectangular 
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bounding box, once we draw the bounding box, a pop-out window will prompt us to input the label for the 

image, in this case “monkey”.  

 

 

 
 

Figure 1. Integrated pipeline for monkey detection using deep learning 

 

 

2.3.  Training model 

Utilizing Google Colab for training a YOLO model offers a convenient and efficient approach to 

harness the capabilities of cloud computing for deep learning tasks. Google Colab seamlessly integrates with 

Google Drive, enabling direct access to files stored in your Google Drive account from within the Colab 

notebook environment. To initiate the training process, begin by cloning the YOLOv7 repositories. 

Following this, download the pre-trained model provided by an open-source platform on GitHub. Finally, 

execute the command displayed below to commence the training procedure. It is important to ensure that the 

dataset file is readily available within your Google Drive account. 

 
! python train.py --device 0 --workers 4 --batch-size 4 --epochs 100 --img 640 

640 --data data/custom_data.yaml --hyp data/hyp.scratch.custom.yaml --cfg 

cfg/training/yolov7-custom.yaml --weight yolov7.pt --name yolov7-custom 

 

 

3. RESULTS AND DISCUSSION  

This chapter examines two cases to evaluate detection accuracy. First, it analyzes the impact of 

camera resolution by comparing three different resolutions: 2.1, 0.9, and 0.2 MP. Second, it evaluates the 

system's accuracy at varying distances between the object and the camera between 40, 80, and 120 cm. 

 

3.1.  CASE 1: the effect of camera resolution on detection accuracy  

Figure 2 shows the results on the monkey detection accuracy with 3 different camera pixels which 

are Figures 2(a) 2.1 MP, 2(b) 0.9 MP and 2(c) 0.2 MP. The same image is used and the camera distance is set 

at 40 cm from the image. Based on the result as shown in Figure 2, higher camera resolution does not 

necessarily guarantee improved detection accuracy compared to a lower resolution camera. While it may 
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seem logical that more pixels would provide clearer and more detailed images for the model to analyze, other 

factors come into play. One key factor is the quality and diversity of the training data used to train the model. 

The model needs to be exposed to a wide range of scenarios and variations to generalize well and accurately 

detect objects. Another consideration is the computational complexity associated with higher-resolution 

images. Higher-resolution images require more processing power and memory, which can impact the 

efficiency and speed of the detection process. This can become a challenge, especially when real-time or near 

real-time detection is required. Noise is another factor to consider. Higher-resolution images may also 

capture more noise or unwanted artefacts, which can interfere with the detection process. Noise reduction 

techniques can help mitigate this issue, but it adds an extra layer of complexity to the pipeline. Lastly, it is 

important to address the issue of generalization. A model trained on low-resolution images may struggle to 

accurately detect objects in higher-resolution images. This lack of generalization can result in reduced 

detection accuracy when using higher-resolution cameras to capture video, but the model is fed by a lower 

resolution or quality dataset for training. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 2. Monkey detection accuracy with different camera pixel quality (a) 2.1 MP, (b) 0.9 MP and 

(c) 0.2 MP 

 

 

In conclusion, while higher camera resolution can offer benefits in certain scenarios, it is not the 

sole determinant of detection accuracy. The quality and diversity of training data, computational complexity, 

noise, and generalization issues all influence the overall accuracy of object detection systems. Optimizing the 

entire detection pipeline, considering these various factors is crucial for achieving accurate and reliable 

results. 

 

3.2.  CASE 2: the effect of camera distance on detection accuracy 

The experiment's findings reveal an interesting trend: as the camera distance increases, we observe a 

noticeable decrease in the accuracy of object detection as shown in Table 1. This means that when the camera 

is placed further away from the target object, the ability of the detection algorithm to accurately identify and 

classify objects diminishes. One possible explanation for this phenomenon is the diminishing visibility of the 

target object. As the camera moves further away from the object, it appears smaller in the captured image, 

occupying fewer pixels. This reduction in object visibility poses a challenge for the detection algorithm, 

making it more difficult to precisely detect and locate the object within the frame. 

Furthermore, the loss of fine details contributes to the decline in detection accuracy. With an 

increased camera distance, the image may lack the intricate textures, patterns, and smaller features that assist 

in accurate object detection. These finer details become less distinguishable, leading to misclassifications, or 
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even missed detections by the algorithm. Additionally, the increase in camera distance introduces potential 

issues such as noise, blurring, and distortion. Factors like atmospheric conditions, limitations of the camera 

lens, or image compression can contribute to these problems. The presence of noise and distortion hampers 

the detection algorithm's ability to correctly identify and classify objects, further diminishing the overall 

accuracy. In essence, these results highlight the critical importance of finding the optimal camera distance for 

achieving the highest accuracy in object detection. It becomes crucial to strike a balance where the target 

object is visible enough, the essential details are preserved, and noise levels are minimized. Understanding 

this trade-off is vital when considering the placement of cameras in real-world applications that rely on 

accurate object detection. 

 

 

Table 1. Percentage of detection with different camera distances from the detection target 
Camera distance from the detection target Observation on detection Percentage of detection 

40 cm 
 

 
 

 

80 cm 

 
 

 

120 cm 

 
 

 

 

 

In summary, our experiment establishes a definitive correlation between camera proximity and the 

precision of object detection. These results underscore the importance of careful camera positioning to 

achieve maximal performance. By acknowledging the impact of camera distance on detection accuracy, we 

can make more informed decisions in practical scenarios where precise object detection is crucial. 

 

 

4. CONCLUSION  

In conclusion, the trained model has demonstrated its capability to detect monkeys effectively. 

A crucial factor contributing to the success of deep learning approaches in monkey detection is the 

availability of large, annotated datasets containing diverse monkey images and videos. These datasets have 

played a pivotal role in improving the model's performance and generalization abilities. Despite utilizing a 

relatively small dataset of only 363 images, the trained model exhibited commendable performance in 

detecting monkeys. 

However, it is important to acknowledge the limitations of working with a small dataset. Such 

limitations can hinder the model's ability to generalize effectively to unseen data. Consequently, this may 

lead to suboptimal performance on test or validation datasets, as well as in real-world scenarios. When 

training a machine learning model, it is essential to employ a diverse and representative dataset that 

encompasses the full spectrum of possible inputs and outputs the model is expected to encounter. A small 

dataset may lack sufficient examples of these varied combinations, thus resulting in a model that is ill-

equipped for the task at hand. Consequently, the trained model may occasionally exhibit false positive 

detections and struggle to detect unseen data effectively. 
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