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 In public spaces, individuals encounter challenges due to the prevalence of 

malicious activities like theft and kidnapping. As the internet of things (IoT) 

and digital technology continue to expand rapidly, efforts to create safe 

environments are becoming increasingly sophisticated. To address these 

security concerns, a proposed solution involves the utilization of video-

capturing technology with the help of a Raspberry Pi web camera. Videos of 

the surroundings are recorded, a digital signature algorithm is applied to 

protect the videos, and they are then transmitted to authorized individuals 

who use them for forensic analysis. This process allows for the identification 

and investigation of any suspicious or criminal activities. The captured video 

data is compared with a standard dataset using a deep learning process. By 

analyzing the content of the videos and identifying the potential threat 

objects, we can allow for prompt intervention or further investigation by 

relevant authorities. 
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1. INTRODUCTION 

This work utilizes the internet of things (IoT), which denotes to a network of interconnected devices 

capable of communicating and exchanging data across the Internet without human intervention. The range of 

such devices can extend from simple sensors and actuators to complex industrial machinery and consumer 

electronics. Cloud storage is a service that allows you to store data securely on remote servers accessed via 

the internet, rather than storing it on your local hard drive or other physical storage devices. When utilizing 

cloud storage, your data is stored on servers maintained by a third-party provider, which are often located in 

data centers around the world. The elliptic curve digital signature algorithm (ECDSA) is a cryptographic 

approach employed to create digital signatures, relying on elliptic curve cryptography. It is a variation of the 

digital signature algorithm (DSA) standardized by NIST. ECDSA offers a high level of security with 

relatively smaller key sizes compared to other traditional digital signature schemes. The core of ECDSA 

relies on the properties of elliptic curves over finite fields. An elliptic curve is defined by, 

 

𝑦2 = 𝑥3 + 𝑎𝑥 + 𝑏 

 

where 𝑎 and 𝑏 are constants, and the curve is defined within a finite field. ECDSA functions within specific 

elliptic curve domain parameters, which encompass the curve equation, base point, order, and other related 

parameters. 

https://creativecommons.org/licenses/by-sa/4.0/
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VGG16 is a deep convolutional neural network architecture proposed by the visual geometry group 

(VGG) at the University of Oxford. It finds extensive application in image classification and related tasks in 

computer vision. The “16” in VGG16 denotes the number of weight layers in the network, excluding the 

pooling and activation layers. It is characterized by its simplicity, using small 3×3 filters and deeper 

networks. The architecture has no complex elements like residual connections or inception modules, making 

it straightforward to understand and implement. It is computationally intensive compared to more modern 

architectures like residual network (ResNet) and Inception due to its deeper design. This article proposes a 

system that establishes a confident and secure public space within a smart city. 

Our research aims to create an intelligent surveillance security system capable of detecting weapons, 

specifically guns or knives. In pursuit of this objective, we utilized diverse computer vision techniques and 

deep learning algorithms to identify weapons from captured images. Recent advancements in machine-

learning and deep learning, particularly with models like VGG16, have shown significant progress in 

detecting objects and recognition, especially in images. Object identification and classification are crucial 

initial steps in any video surveillance system, as they pave the way for further object-tracking tasks. To 

accomplish this, we trained a classifier model using the COCO, i.e., “Common objects in context” dataset. 

This paper aims to create a system capable of swiftly detecting guns and knives while utilizing 

minimal computational resources. With the rapid advancement of technology, it has become increasingly 

crucial to detect any potential threats in public areas. Therefore, our proposed system has the potential to be 

effectively integrated into the surveillance system. The proposed security measures to promptly identify 

firearms or edged weapons are shown in Figure 1. 

 

 

 
 

Figure 1. Weapons detection types 

 

 

2. LITERATURE SURVEY 

Parking scarcity in urban areas, including university campuses, necessitates a smart parking system. 

Jabbar et al. [1] introduces an IoT-based Raspberry Pi parking management system (IoT-PiPMS) that 

efficiently matches drivers with vacant spots, reduces congestion and saves costs. The system monitors 

parking occupancy, guides drivers via a smartphone app, and updates data in real time. It enhances 

accessibility and user experience, with forthcoming intentions for expansion and improved privacy measures. 

Studies [2] presents a novel unified method for automatically detecting vehicles and license plates in urban 

surveillance systems. Our approach identifies high-energy frequency areas in digital camera images, reducing 

data volume. We introduce a novel filter for this purpose and show its effectiveness in IoT and smart city 

applications. Technology has revolutionized our world, including home security [3]. We propose a Raspberry 

Pi-based home security system using hardware like Raspberry Pi, a camera, a touch screen, and an Android 

mobile. Our system, a smart mirror, serves both informational and security purposes, responding to touch and 

mobile commands. It sends alert messages with clear intruder photos to the owner's mobile upon detection. 

Trained with you only look once (YOLO) and Haar techniques, our system achieves 96% accuracy in 
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detecting human intruders. It can potentially authenticate users by comparing captured faces with stored 

photos, but this presents challenges in clear image capture during authentication. As urban parking challenges 

[4] grow with increasing vehicle numbers, this article introduces a dual-lens millimeter wave (MMW) radar 

antenna for IoT-based smart parking systems. It features a flat dielectric punch lens to boost transmitting 

antenna gain and a dielectric rod lens for wide beamwidth and stable performance. The combined dual-lens 

design enhances radar accuracy and stability at 24 GHz. Transmitting antenna gain measures 15.8 dBi, 

receiving antenna gain 7.9 dBi, with a 3 dB beamwidth of 65 degrees. The antenna offers stable performance, 

suitable for MMW radar smart parking systems, and is cost-effective compared to array-based solutions. 

Cloud computing is mainstream but with urbanization, there is more surveillance data [5]. Edge 

computing offers a solution. Our study investigates using it for smart parking surveillance. We achieved over 

95% accuracy in real-world tests. This system could be crucial for smart cities and transportation. Our paper 

describes the development and testing of this smart parking surveillance system, which is among the first to 

use edge computing in real-world parking surveillance. We achieved 95.6% accuracy in diverse conditions, 

offering advantages over existing systems and potential for smart cities and transportation. Kumbhar [6] 

introduces an IoT-based security system for residences utilizing Raspberry Pi 3, Pi camera, and passive 

infrared (PIR) sensor. It sends email alerts to homeowners and members upon detecting intrusion, and can 

also activate a security alarm. People have the ability to monitor remotely their residences and receive alerts 

on their devices, preventing unauthorized access. The internet of things (IoT) merges devices into networks 

for advanced services, but privacy and security are critical [7]. This paper explores IoT attack models and ML-

based security solutions, focusing on authentication, access control, malware detection, and secure offloading. 

Challenges remain in implementing these techniques in real-world IoT systems. Kieu-Do-Nguyen et al. [8] 

introduces a multi-functional elliptic curve cryptography (ECC) hardware design supporting ECDSA and 

Edwards-curve digital signature algorithm (EdDSA) algorithms. It is efficient, low-cost, and does not rely on 

digital signal processor (DSP). The core runs up to 112.2 MHz with Virtex-7 devices, using only 10,259 slices. 

It accommodates multiple ECC algorithms (Ed25519, ECDSA with NIST P-256, P-384, and P-521) in one 

design, enabling its compatibility with diverse hardware platforms without necessitating redesign.  

Puthiyidam et al. [9] suggests a timestamp-based approach to improve ECDSA for IoT device 

authentication. It prevents signature reuse and fake signature generation by generating unique signatures each 

time. This enhances security and efficiency, outperforming most ECDSA variants. Our experiments confirm 

its effectiveness with minimal overhead. Future work includes improving execution efficiency and 

addressing quantum computing security. He et al. [10] proposes a low-latency ECDSA architecture, 

significantly reducing double point multiplication (DPM) calculation to five clock cycles per loop. Our 

design outperforms existing ones, achieving DPM times of 3.584, 5.656, and 7.453 µs over GF(2163), 

GF(2233), and GF(2283), respectively, with improved throughput efficiency.  

Smart homes  improve living standards but face data security challenges [11]. We propose a 

blockchain-based multi-cloud storage model and an efficient identity-based proxy aggregate signature 

(IBPAS) scheme to enhance security and conserve resources. Our experiments demonstrate notable 

enhancements in communication expenses and storage effectiveness when juxtaposed with conventional 

methods. This methodology guarantees the integrity and dependability of data in smart home environments. 

Rajashree et al. [12] introduces a Raspberry Pi-based security system for entrance visitor validation, utilizing 

ECDSA with Wi-Fi. It captures, timestamps, and authenticates visitor images, sending them for verification 

via email on Windows or Linux. Components include Raspberry Pi 3, Raspberry Pi Camera, MIRACL 

software library, a tactile switch, and a breadboard.  

The latest trends like IoT, smart cities, and digital transformation are fueling huge data growth, making 

cloud storage crucial [13]. Yet, security concerns persist. Our paper reviews cloud storage security 

comprehensively, covering challenges, encryption methods, and open research topics. Weeds are a substantial 

hurdle for corn production. Yang et al. [14] proposed SE-VGG16, a deep learning model, to accurately identify 

weeds in corn fields. SE-VGG16 improves on VGG16 by incorporating the SE attention mechanism, reducing 

convolutional kernel size, and using Leaky rectified linear unit (Leaky ReLU) activation functions. It achieves 

99.67% accuracy, outperforming other models. The studies [15], [16] assessed Timoho leaf extract (TLE) as a 

corrosion inhibitor for 304 stainless steel (304SS) in 0.5 M H2SO4. TLE, effective at 0–6g/L, reduced corrosion 

by 99.37% at 3g/L. Mixed adsorption was identified as the inhibition mechanism. Machine learning (CNN-

VGG16) predicted corrosion with 96% accuracy. Phenol in TLE played an essential function in adsorption on 

304SS. Quantum chemistry improved comprehension of the adsorption process. Advancements in sensor tech 

and broadband networks are driving the emergence of the internet of everything (IoE) and mobile IoT [17]. 

However, mobile IoT networks face challenges from complex communication environments and energy-

intensive data processing. In response to this, we suggest an improved CNN-based algorithm for predicting 

outage probability (OP) in mobile IoT networks, integrating transmit antenna selection (TAS) and cooperative 

schemes. 
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Object detection is crucial in autonomous driving, utilizing algorithms like YOLOv3 on datasets like 

COCO to identify objects accurately. This technology  is essential for safe driving, as seen in innovations like 

Tesla's self-driving cars, which aim to reduce pollution and traffic [18]. Object detection ensures these 

vehicles can accurately perceive their surroundings, detecting vehicles, pedestrians, and traffic signs to 

prevent accidents and ensure safe travel. This paper offers a comprehensive survey of state-of-the-art weapon 

detection methods, focusing on specific challenges and applications [19]. In response to increasing crime, 

Kaya et al. [20] introduces a superior deep learning model, achieving 98.40% accuracy in detecting seven 

weapon types. Tested on diverse backgrounds, it enhances security efficacy and inspires further research in 

real-time monitoring and concealed gun detection. Nagappan and Rani [21] enhances security through real-

time weapon detection using closed-circuit television (CCTV) [22], [23]. By employing advanced algorithms 

like YOLOv5, we achieved a high F1-score of 91%, ensuring safety and attracting investment. Global gun 

violence prompts action [24] YOLOv3 system detects firearms efficiently, enhancing surveillance. 

Outperforming traditional methods, it offers cost-effective solutions, revolutionizing safety through robotics. 

Our combined [25] DeepEAST and Keras optical character recognition (OCR) model enhances text detection 

and recognition in videos. While effective on datasets like ICDAR 2015, improvements are needed, 

particularly for RoadText-1K. Subsequent efforts aim to integrate pre-trained models to enhance performance 

across diverse conditions. Bhatti et al. [26] refers to testing various algorithms including VGG16, Inception-

V3, and Inception-ResNetV2. Chayadevi et al. [27] created an automated security system for automated 

teller machines (ATMs), using image processing. It recognizes faces with Viola-Jones and detects weapons 

with support vector machine (SVM) and random forests. TensorFlow drives the machine learning. An 

Android app alerts authorities, and there is a speech alert for the visually impaired. 

 

 

3. SYSTEM ARCHITECTURE 

This section outlines the methodology used, research materials employed, system design, and 

fabrication process. The idea explored in this paper involves combining IoT with the idea of smart public 

spaces. Our main focus is to ensure the system operates effectively in both the prototype and real-world 

environments. This comprehensive system ensures both the security of the captured footage and proactive 

measures in response to potential threats, which is as shown in Figure 2. 

 

 

 
 

Figure 2. Raspberry Pi based smart public spaces management system architecture 

 

 

3.1.  Selection of components 

The materials and components are selected based on needs and compatibility, determined through a 

thorough literature review. During this review, we examined various design variations and components used, 

as well as their functions in smart public premises systems. Hardware and software choices are made during 

the component selection phase. The selected hardware components include Raspberry Pi 3 model V1.3, 

Raspberry Pi web camera with USB cable, 128-bit Micro SD card and LED lights. Software tools chosen 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 7198-7210 

7202 

include the Raspberry Pi operating system, Python, multi-precision integer rational arithmetic crypto library 

(MIRACL), and others. After completing the component selection, the system architecture is established. 

This subsection offers a summary of the chosen components. The interconnection of the components is 

depicted in Figure 3. 

 

 

 
 

Figure 3. Connection between Raspberry Pi and Pi web camera 

 

 

3.1.1. Raspberry Pi 3 Model V1.3 

The Raspberry Pi 3 model V1.3 was chosen for this project primarily for its robust processing 

capabilities as a single-board embedded computer. It excels in connecting to the internet, offering options via 

either an Ethernet port or wirelessly through Wi-Fi or Bluetooth. Its ease of internet connectivity stands out 

as one of Raspberry Pi's advantages over Arduino. Additionally, Raspberry Pi supports a diverse range of 

programming languages, including Python, Java, C, C++, Perl, Ruby, and BASIC. In contrast, Arduino is 

limited to Arduino or C/C++. It has Broadcom BCM2837B0, Cortex-A53 (ARMv8) 64-bit SoC @1.4 GHz  

1 GB LPDDR2 SDRAM. The Pi web camera needs substantial processing power to capture and process 

videos effectively. Therefore, the Raspberry Pi 3 is typically better suited for our system and provides better 

performance for video capturing and streaming. 

 

3.1.2. Pi web camera 

The Pi web camera is chosen for the proposed system due to its compatibility and purpose-built 

design for Raspberry Pi. It is ideal for taking video recordings. After plugging the camera into the Pi board 

and giving it a few commands, users can utilize the camera immediately. It also has the capability of 

capturing images with a resolution of 5 MP. Regarding the prices, this camera comes at a very low cost, 

which is excellent value considering the features and performance it offers. The command that needs to 

capture video is: 

 

𝑓𝑠𝑤𝑒𝑏𝑐𝑎𝑚 − 𝑟 1280 × 1024 − 𝑣 − 𝑆 10 − −𝑠𝑒𝑡 𝑏𝑟𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 = 100% 𝑖𝑚𝑎𝑔𝑒1. 𝑗𝑝𝑔 

 

3.1.3. Raspbian 

Raspbian is a free operating system tailored for customizing or programming all Raspberry Pi 

models. It comes pre-installed with a variety of applications for general use, programming, and educational 

purposes. Raspbian supports programming languages such as Python, Java, Scratch, and more. To use 

Raspbian, one would install it onto a personal computer (PC) or Micro SD card, and then insert it into the 

Raspberry Pi. After connecting a monitor to the Pi board, it functions like a normal PC. Raspbian allows 

users to easily install numerous software packages from its open-source software repository at no cost. In this 

project, Python is employed to develop the necessary code for gathering data from various sensors to the 

Raspberry Pi and uploading it to the IoT cloud. 

 

3.1.4. MIRACL 

MIRACL, which stands for multiprecision integer and rational arithmetic cryptographic library, is a 

software library crucial for cryptographic operations involving large numbers. It efficiently handles arithmetic 

operations on large integers and rationals, making it suitable for implementing algorithms like ECC and 

Rivest–Shamir–Adleman (RSA) encryption. MIRACL is optimized for resource-constrained environments and 

supports various cryptographic schemes while maintaining security through regular updates and audits. It is a 

vital tool for implementing high-precision cryptographic algorithms efficiently and securely. 
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3.1.5. ECDSA algorithm 

There are 3 steps: 

− Key generation 

First, a user generates a key pair consisting of a private key (𝑑) randomly selected integer in the 

range [1, n-1]. 

 

𝑑 ∈ [1, 𝑛 − 1] (1) 

 

and a corresponding public key (𝑄) which is calculated by multiplying the base point 𝐺 by the private key 𝑑.  

 

𝑄 = 𝑑𝐺 (2) 

 

Here, the multiplication refers to scalar multiplication on the elliptic curve, meaning 𝑑 times the point 𝐺. 

− Signing 

To sign a message 𝑚, the signer first computes a unique value 𝑒 from the message using a hash 

function. 

 

𝑒 = 𝐻𝐴𝑆𝐻(𝑚)  (3) 

 

Then, a random number 𝑘 is chosen and used to compute a point (𝑥1, 𝑦1) on the elliptic curve. The  

𝑥-coordinate of (𝑥1, 𝑦1) modulo the order of the curve gives the 𝑟 component of the signature. The 𝑠 

component is calculated as (4), 

 

 𝑠 = 𝑘−1(𝑒 + 𝑑𝑟) 𝑚𝑜𝑑 𝑛 (4) 

 

where 𝑑 is the private key, 𝑛 is the order of the curve, and 𝑘−1 is the modular multiplicative inverse of 𝑘 

modulo 𝑛. 

− Verification 

 To verify the signature, the verifier uses the signer's public key 𝑄, the message 𝑚, and the signature 

(𝑟, 𝑠). First, (3) is calculated from the message. Then, 

 

𝑤 = 𝑠−1𝑚𝑜𝑑 𝑛 (5) 

 

𝑢1 = 𝑒𝑤 𝑚𝑜𝑑 𝑛, 𝑢2 = 𝑟𝑤 𝑚𝑜𝑑 𝑛  (6) 

 

are calculated. Finally, the point  

 
(𝑥1, 𝑦1) = 𝑢1𝐺 + 𝑢2𝑄 (7) 

 

is computed, where 𝐺 is the base point of the curve. If (𝑥1, 𝑦1) equals (𝑟, 𝑦1), the signature is valid; 

otherwise, it is invalid. 

 

3.2.  System architecture 

To acquire public space footage, a Raspberry Pi webcam is utilized, and the captured videos are 

safeguarded using the elliptic curve digital signature algorithm (ECDSA) to prevent unauthorized access by 

hackers or hijackers. These secured videos are then transmitted to an authorized individual who utilizes 

them for forensic analysis. In the event of any malicious activities, the videos are scrutinized to ascertain the 

types of sharp objects involved, facilitated by deep learning models such as VGG16. The VGG16 model 

employs convolutional neural networks (CNNs) to identify whether the perpetrator is wielding a gun or a 

knife. If such objects are detected, a notification is sent to the Raspberry Pi, prompting it to activate an 

alarm system. 

 

3.3.  Research in deep learning  

Our research employs a thorough methodology, which is systematically divided into three distinct 

sections. This structured approach allows for a clear and organized presentation of our research process. 

Figure 4 visually illustrates these sections, providing a detailed overview of how each component contributes 

to our overall research strategy. 
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Figure 4. The flow of research in deep learning 

 

 

3.3.1. Object detection 

Initially, the videos obtained from the Raspberry Pi web camera are fed into the system. These 

videos are then decomposed into multiple frames, which allows for a more granular analysis of the visual 

data. Once the videos have been transformed into frames, a series of image preprocessing steps are applied. 

This includes techniques such as image translation, which involves shifting the pixels of the image to a 

certain direction, shearing, which distorts the image along an axis, normalization, which adjusts the pixel 

values to a standardized range, and edge detection, which identifies the edges or boundaries of objects within 

the image as depicted in Figure 5. 

 

 

  

  

  

 

Figure 5. Preprocessed images 
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After preprocessing, the system proceeds to perform object detection and identification in the initial 

section. This involves detecting and recognizing objects within the frames using techniques such as 

convolutional neural networks (CNNs) or other machine learning algorithms. Object detection identifies the 

presence and location of objects in the frames, while object identification determines what those objects are, 

often by matching them to predefined categories or classes. This process enables the system to extract 

meaningful information from the video data, facilitating tasks such as surveillance, tracking, or analysis. 

Table 1 provides a comprehensive breakdown of the video samples utilized for testing purposes. 

Specifically, a total of seven videos were dedicated to knife detection, collectively segmented into 

approximately 35,600 frames, each exclusively depicting knives. Additionally, eight videos were allocated 

for gun detection, segmented into approximately 42,340 frames, each solely containing guns.  

 

 

Table 1. Number of annotated frames and number of videos 
Weapons No. of frames No. of videos 

Knife 35,600 7 

Gun 42,340 8 

Total 77,940 15 

 

 

3.3.2. Analysis 

After object identification, the frames containing the detected objects are subjected to a training 

phase. During this phase, the system learns from the detected objects to improve its ability to recognize and 

classify similar objects in the future. The training data, comprising the detected objects, is used to refine the 

system's understanding of object features and characteristics. The training data is then fed into a classification 

model, such as VGG16, recognized for its efficacy in image classification endeavors. VGG16 has multiple 

layers of convolution and pooling operations that learn hierarchical characteristics extracted from the input 

images, enabling accurate classification. In the training process, VGG16 learns to associate the detected 

objects with specific classes or categories. 

 

3.3.3. Action 

Upon detection of objects such as guns or knives by the model, a notification signal is generated and 

transmitted to the Raspberry Pi. Upon receiving this notification, the Raspberry Pi initiates a response 

mechanism, which includes activating a buzzer to sound an alarm. This alarm serves as an alert to notify 

relevant parties about the presence of potentially dangerous objects. 

 

3.4.  VGG16 model 

VGG16 is a convolutional neural network (CNN) architecture specifically designed for image 

classification and recognition tasks. This architecture excels at identifying and categorizing objects within 

images. Figure 6 displays a range of sample images from the standard common objects in context (COCO) 

dataset, which are formatted as ".jpg" files. Specifically, Figure 6(a) through Figure 6(e) show sample images 

of guns, while Figure 6(f) through Figure 6(j) present sample images of knives.  

 

 

     
(a) (b) (c) (d) (e) 

     

     
(f) (g) (h) (i) (j) 

 

Figure 6. Sample images from gathered dataset 
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The architecture consists of five distinct layers, each serving a specific function within the system. 

These layers work together to ensure the seamless operation and integration of the overall design. Figure 7 

provides a detailed illustration of these layers, highlighting their individual roles and interactions. 

− Input layer: VGG16 takes an input image of fixed size (usually 224×224 pixels), but we take  

300×300 pixels. 

− Convolution layers: VGG16 comprises of 13 convolutional layers, each succeeded by a ReLU activation 

function and 3×3 convolutional filters. These convolutional layers are structured to detect various features 

in the input image, such as edges, textures, and shapes, at different levels of abstraction. ReLU is 

mathematically defined as, 

 

𝑓(𝑥) = max (0, 𝑥) 

 

where 𝑥 is the input to the function. 

− Pooling layers: After some convolutional layers, VGG16 employs max-pooling layers with 2×2 filters 

and a stride of 2. Pooling layers reduce the spatial dimensions of the feature maps, making the network 

more computationally efficient and reducing the risk of overfitting. 

− Fully connected layers: VGG16 contains three fully connected layers followed by ReLU activation 

functions. The first two fully connected layers have 4,096 neurons each, and the third fully connected 

layer has 1,000 neurons, which correspond to the 1,000 classes in the dataset VGG16 was originally 

trained on. 

− Output layer: The output layer of VGG16 uses the softmax activation function, which converts the final 

layer's outputs into probabilities. This convolutional layer is responsible for the detection of weapons 

within the input images. The resultant output feature maps, which highlight the presence of detected 

weapon features, are depicted in Figures 8(a) and 8(b). 

 

 

 
 

Figure 7. VGG 16 convolution neural network 

 

 

 

 

  

 
 

Figure 8. Output of malicious object detected (a) knife and (b) gun 

 

 

3.5.  Interfacing systems: transmitting packets to Raspberry Pi 
Wireshark can indeed be used to analyze the network traffic between a system and a Raspberry Pi. 

By capturing and inspecting the packets sent between these devices, you can troubleshoot connectivity issues, 

analyze protocols, and ensure the security of the communication. This can be particularly useful when setting 

up networked applications or diagnosing network-related problems in projects involving Raspberry Pi. 

Receiving the simple service discovery protocol (SSDP) packets from the system IP address to Raspberry Pi, 

as illustrated in Figure 9. When the system detects guns or knives, it triggers a notification to be sent to the 

Raspberry Pi, which in turn activates an alert buzz to the public. 
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Figure 9. Packets from the system to Raspberry Pi 

 

 

4. RESULTS 

The output from the VGG16 model is automatically saved as a .txt file on the local device as shown 

in Figure 9. Subsequently, this text file is transmitted from the client side, running Python 3.12.3 on a local 

device, to the server, which is hosted on a Raspberry Pi. If the server receives data indicating an integer value 

of 1, signifying the detection of a Gun or Knife, it triggers an alert via a buzzer connected to the Raspberry 

Pi. Otherwise, it displays the message “YOU ARE IN SAFE.” The results are shown below. 

When firearms are detected, the results will be displayed on the client-side interface, providing 

immediate feedback to users. Simultaneously, this information will also be shown on the server-side 

interface, ensuring that the data is available for backend processing and monitoring. Figure 10 demonstrates 

how the results appear on the client-side interface, while Figure 11 illustrates their presentation on the server-

side interface. 
If no firearms are detected, a notification message will be displayed on the client-side interface to 

inform users of the absence of threats. At the same time, this status message will also be shown on the server-

side interface, ensuring that backend systems are updated accordingly. Figure 12 illustrates how this message 

appears on the client-side interface, while Figure 13 shows its presentation on the server-side interface. 
 

 

 

 

Figure 10. Detected firearms on client-side output 

 

 

 
 

Figure 11. Detected firearms on server-side output 
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Figure 12. Weapons are not detected on the client-side 

 

 

 
 

Figure 13. Weapons are not detected on the server-side 

 

 

The performance metrics, including accuracy, precision, recall, and F1-score, of various deep 

learning models were evaluated. Among the models assessed, VGG16 demonstrated superior performance, 

achieving the highest values in accuracy, precision, and F1-score. This comparison is comprehensively 

detailed in Table 2. 

 

 

Table 2. Performance metrics for a real dataset in different models 
SI No Algorithms Accuracy  Precision Recall F1-score 

1 VGG16 97.27% 90.34% 75.23% 74.37% 

2 VGG19 97.14% 88.22% 77.34% 68.01% 
3 ResNet18 97.00% 74.89% 71.01% 74.29% 

 

 

5. CONCLUSION 

This work has introduced a novel real-time automatic weapon detection system for monitoring and 

control purposes. It aims to enhance security and law enforcement, contributing to the betterment and safety 

of humanity, particularly in nations that have undergone substantial violence. Our primary objective has been 

to identify the weapon in real-time webcam footage captured by Raspberry Pi. This paper presents a strong 

security feature that uses the ECDSA method specifically designed for public spaces. It collects the videos 

and stores it them for later examination along with an authentication value. This dataset helps locate and 

resolve possible harmful activity that may be occurring on public property. The method increases cost-

effectiveness and reliability by utilizing a webcam and microprocessor combo made for Internet of Things 

scenarios. The project's security measures are strengthened by the utilization of the MIRACL crypto library, 

which integrates digital signatures for authentication and encryption for data secrecy. In this work, the 

VGG16 model was employed for firearm and knife detection, achieving a peak accuracy of 97.27%, 

precision of 90.34%, recall of 75.23%, and Fi-score of 74.37%. 
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