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ABSTRACT

Stock price predictions are crucial in financial markets due to their inherent
volatility. Investors aim to forecast stock prices to maximize returns, but accu-
rate predictions are challenging due to frequent price fluctuations. Most litera-
ture focuses on technical indicators, which rely on historical data. This study
integrates both financial parameters and technical indicators to predict stock
prices. It involves three main steps: identifying essential financial parameters us-
ing recursive feature elimination (RFE), selecting quality stocks with a decision
tree (DT), and forecasting stock prices using artificial neural networks (ANN),
deep neural networks (DNN), and extreme gradient boosting (XGBoost). The
models’ performance is evaluated with root mean square error (RMSE) and
mean absolute error (MAE) scores. ANN and DNN models showed superior
performance compared to the XGBoost model. The experiments utilized Indian
stock data.
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1. INTRODUCTION
The stock market attracts numerous investors and traders due to its potential for rapid and substantial

gains [1], [2]. Both institutional and individual investors engage in stock trading [3], [4]. Institutional investors,
being trained professionals, manage significant investment portfolios [5], [6] and typically focus on long-term
investments. In contrast, retail investors often lack the trading expertise necessary for optimal buy or sell
decisions [7]. Consequently, a robust stock forecasting model is essential for assisting retail investors.

To identify stock price trends, investors utilize two primary methods of analysis. The first is technical
analysis, which assesses stock trends using historical data such as opening, closing, high, and low prices, along
with trading volume. While technical analysis is applicable for both short-term and long-term investments,
its limitation lies in its exclusive reliance on historical data, often overlooking fundamental factors crucial for
future price predictions [8]. This study, therefore, integrates both financial parameters and historical stock data
to enhance forecasting accuracy.
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The fundamental approach involves analyzing financial statements [9] and evaluating metrics like
earnings, assets, liabilities, and book value [10], [11]. The challenge arises from the plethora of financial
parameters, making it difficult to determine which ones are most predictive. To address this, the study employs
the recursive feature elimination (RFE) technique to identify the most relevant financial parameters.

Subsequently, the study uses a decision tree method to identify high-quality stocks. Decision trees
are effective for classifying target variables [12], [13], as they partition data based on features, with nodes
representing features and leaf nodes indicating outcomes based on entropy reduction or information gain. After
identifying quality stocks, the study predicts their future prices using data mining methods, particularly machine
learning [14],[15]. Machine learning approaches, including supervised and unsupervised methods [16], are
employed, with artificial neural networks (ANNs) being used for their ability to handle non-linear and volatile
data [17], [18]. Additionally, boosting algorithms, particularly XGBoost, are gaining traction for their gradient
boosting ensemble approach [19], providing scalable solutions for end-to-end tree boosting. Although many
studies focus solely on historical stock data for forecasting [20]–[22], integrating financial parameters with
historical data is crucial for accurate predictions. This study, therefore, combines these elements to improve
the estimation of future stock prices.

The contributions of this paper are summarized as follows:
a. We considered the RFE technique to identify the important financial parameters.
b. To identify the quality of the stock, we considered the decision tree.
c. Financial parameters and historical stock data are considered to forecast the future value of the stock price

using ANN, deep neural networks (DNN), and XGBoost models.
Section 2 describes literature reviews, and section 3 provides methodology. Results are presented in section 4.
Section 5 presents the conclusion of the work and future directions.

2. LITERATURE REVIEWS
Yun et al. [23] introduced the Genetic-XGBoost algorithm with a three-stage feature engineering

method. Their model, incorporating 67 technical indicators, achieved an average prediction accuracy of 93.28%
on the KOSPI dataset, significantly outperforming previous models. The study emphasizes the importance
of selecting an optimal feature set to avoid overfitting and simplify interpretation. Gunduz et al. [24] used
LightGBM and long short-term memory (LSTM) classifiers to predict banking stock movements on the Borsa
Istanbul exchange. The LSTM models utilized 2D tensors, incorporating data from the previous eight hours for
hourly predictions, demonstrating the effectiveness of temporal data integration. Peng et al. [25] considered
124 technical indicators for stock price prediction, employing feature selection techniques to eliminate irrele-
vant indicators. They used a deep neural network model and fine-tuned hyperparameters, such as hidden layers
and dropout rates, to enhance prediction accuracy.

Li et al. [26] proposed a deep learning framework for gross domestic product (GDP) prediction involv-
ing three steps: feature extraction with feature crossing, relationship analysis with Boruta-RF and Q-learning,
and model creation with TCN. Their method improved temporal convolutional network (TCN) prediction ac-
curacy by 10%. Selecting the best subset of features is NP-hard, necessitating heuristic methods [27], [28].
Feature selection’s scalability is crucial for large datasets, yet high-dimensional data can lead to local optima
and costly parameter adjustments.

Handling non-linear and noisy data for feature selection is challenging [29]. Recent studies show that
deep learning (DL) models, particularly LSTM, excel in financial forecasting by leveraging long-term depen-
dencies [30], [31]. Time complexity can be reduced by eliminating variables before model integration. Filter
feature selection scores each feature, while the wrapper technique uses subsets for model training. Combin-
ing these approaches, the genetic algorithm optimizes feature subsets via natural selection. Identifying market
styles is vital for predicting stock prices [32]. The summary of literature reviews are described in Table 1.

Chun et al. [33] developed a stock forecasting model integrating investor emotions by analyzing
microblogging data. The model employs part-of-speech (POS) tagging to extract emotional terms such as
adjectives, nouns, adverbs, and interjections, which are classified into emotions like joy and sadness. While
technical indicators are commonly used for stock price forecasting, they primarily rely on historical data, often
neglecting fundamental company factors. Evaluating stock quality requires considering financial parameters,
which provide insights into future stock value.
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Table 1. Literature reviews on stock price prediction
Author Data Method Target output Gap

Yun et al. [23] Technical indicators XGBoost Prediction Stock historical data is considered.
Gunduz et al. [24] Technical indicators LSTM Classification Stock historical data is considered.

Peng et al. [25] Technical indicators Deep neural network Prediction Stock historical data is considered.
Li et al. [26] GDP Deep learning Prediction Stock historical data is considered.

Chen et al. [30] Technical indicators Deep learning Prediction Stock historical data is considered.
Kim et al. [1] Technical indicators Genetic algorithm Prediction Stock historical data is considered.

Kumar et al. [34] Technical indicators ENN Prediction Stock historical data is considered.
Chun et al. [33] Micro-blogging data Deep learning Prediction Stock historical data is considered.

3. PROPOSED METHODOLOGY
The overall work is described in Figure 1. The proposed work is classified into three tasks. The first

is the identification of important financial parameters, the second is identifying quality stock, and the third
is estimating the future value of stock price. The financial parameters are collected from NSE. However, it
consists of many financial parameters such as price to earnings, book value, and returns on equity.. These
financial parameters help identify the intrinsic value of stock prices. In this work, we considered 14 financial
parameters. The aim is to identify important financial parameters. Therefore, we considered the RFE approach
to remove the noisy financial parameters. The next step is to identify the quality stock; therefore decision tree
is considered. In DT, the accuracy metric is used to identify stock quality. Finally, selected quality stocks
extracted historical data and given input to the ANN, DNN, and XGBoost models to forecast the future stock
price.

NSE Financial 
parameters

Financial 
parameters 

selection using 
RFE

Identifying 
quality of stock 

using DT

Financial 
parameters 

selected using 
MAE Score

Accuracy 
metric is used 

to evaluate 
quality of stock

Historical 
stock price 

collected from 
NSE

ANN

DNN

XGBoost

Figure 1. Financial parameters based stock price prediction

3.1. Recursive feature elimination (RFE)
The RFE method identifies significant stock financial parameters by sequentially eliminating features

based on their MAE scores. This study evaluated 14 financial parameters using random forest regression
to assess feature importance, with earning per share (EPS) as the dependent variable. The list of financial
parameters are described in Table 2. Features with MAE scores exceeding 20% were deemed irrelevant; hence,
other income, depreciation, and dividend payout were excluded due to their high MAE scores. The remaining
parameters were used as inputs for the decision tree to determine stock quality. The step by step are described
in algorithm 1.

3.2. Decision tree (DT)
DT is a common approach for solving regression and classification tasks [35], [36]. The relevant

financial parameters selected by the RFE method are given to DT for classification. The 11 financial parameters
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are given input to the DT to identify quality stock. The supervised learning method is used in DT. Earning per
share (EPS) is considered the target variable to classify the quality stock. Here more than 20% EPS returns are
considered good quality stock; otherwise, it is classified as no category. The decision tree determines whether
the stock has quality, i.e., yes or no, based on the financial parameters. A DT is used to classify the stock,
either quality stock or not. These yes and no labels are maps in decision tree classifier vectors. The decision
tree simple IF and ELSE conditions are mapped on classifier vectors. A decision tree is generated based on
the input vector data, and the information gain metric is used to split the decision tree. In DT, 70% of data
is considered training, and 30% of data is considered for testing. We have considered the accuracy, precision,
and recall metric to evaluate the decision tree. Using a decision tree, we found that stock with more than 75%
accuracies is considered good quality stock, shown in Table 3. Later these stocks are given input to the ANN,
DNN, and XGBoost for stock price forecasting.

Algorithm 1. Recursive feature wlimination (RFE) algorithm

1: Input:
2: X: Feature matrix (including financial parameters and technical indicators)
3: y: Target variable vector
4: estimator: Machine learning estimator
5: n features: Desired number of features to select
6:
7: Output:
8: Selected feature subset
9: Initialize a list features with indices of all the features in X

10: Initialize current score to a very large number
11: while length of features ¿ n features do
12: Fit the estimator model on X[:, features] and y
13: Calculate the importance of each feature using the estimator model
14: Rank the features based on their importance scores in ascending order
15: Remove the least important feature from features
16: Fit the estimator model on the reduced feature set and calculate the Mean Absolute Error (MAE)
17: if new MAE score is lower than current score then
18: Update current score to the new MAE score
19: else
20: Break the loop
21: end if
22: end while
23: return features

Table 2. Financial parameters MAE score using RFE
Serial No Financial parameter feature MAE Score

1 Sales 18.5
2 Expenses 19.6
3 Operating Profit 17.7
4 Other Income 23.4
5 Depreciation 25.7
6 Interest 16.7
7 Profit before tax 19.8
8 Tax 17.8
9 Net profit 18.7

10 EPS 17.6
11 Price to earning 16.3
12 Price 17.1
13 Dividend Payout 26.2
14 OPM 19.1
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Table 3. Decision tree to evaluate quality stock
Stock Accuracy Precision Recall

SunPharma 77.50 0.85 0.77
Cipla 76.30 0.81 0.70

Bharti-Airtel 78.50 0.86 0.77
Bajaj Auto 76.80 0.84 0.74

Federal Bank 77.50 0.82 0.79
RBL Bank 79.60 0.87 0.78

Bank of Baroda 76.50 0.81 0.79

3.3. Artificial neural network (ANN)
ANN was developed based on a biological neuron model that mimics human behavior [37]. ANN has

neurons interconnected with different layers. Using a decision tree, we have identified the quality stock. These
quality stock historical data have been collected. It consists of five variables open price, low price, high price
,volume, and close price. Here the close price is considered the target variable for the ANN model. In ANN,
each neuron performs the computational task [38]. In this work, we considered neural networks, which have
one hidden layer between the input and the output layer. The input data is multiplied with random weight along
with bias. To deal with the nonlinearity in data sigmoid activation function is considered in the ANN model.
The loss function goal is to reduce the error rate in the model. The back-propagation algorithm computes the
gradient of the loss function by randomly assigning weight to neurons in each iteration.

3.4. Extreme gradient boosting (XGBoost)
XGBoost is one of the popular methods to deal with the non-linearity in data [39]. Using a decision

tree, we have identified the quality stock. The next task is forecasting the future value of stock prices. For
that, we considered historical stock data as input to the forecasting model, such as open price, low price, high
price, volume, and close price. Here the close price is considered the target variable for the XGBoost model.
Using the XGBoost method, computed the residual differences between actual and predicted [40]. Based on
the residuals regression tree is constructed in the proposed work. The similarity score of each tree is computed
based on the the (1) and (2).

Similarity − score =
residualsum, square

residual + λ
(1)

Output− value =
residualsum

residual + λ
(2)

The loss function goal is to reduce the residual error in the tree. We considered the square of residuals and
adjusted the parameter value of λ . The output value will decrease if λ is more than zero. Because we are
maximizing the value produced by the first tree, lambda is reset to zero.

3.5. Deep neural network (DNN)
The deep neural network is one of the popular methods for stock price forecasting. Therefore, this

work considered DNN to forecast the future stock price. Using a decision tree, we have identified the quality
stock. These quality stock historical data have been collected. It consists of five variables open price, low price,
high price, volume, and close price. Here the close price is considered the target variable for the DNN model.
The input layer reads input data and performs the computational task. The output layer produces the output
[41], [42]. The proposed work constructed four hidden layers in DNN architecture. A DNN with four hidden
layers enhances stock price prediction by progressively capturing complex, non-linear relationships within the
data, with each layer refining the patterns to improve accuracy while reducing overfitting. The DNN Equation
is defined in (3).

Yi = (Bias+

n∑
k=1

wk ∗A(x)) (3)

Here wk represents the weights, and A(x) represents the input vector. To deal with the nonlinearity in the
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data, we considered the rectified linear units activation functions. Backpropagation is used to determine the
appropriate value for weights and biases. We have fine-tuned the DNN parameters, such as the number of
neurons and hidden layers, and adjusted the learning rate to get the best results.

4. RESULTS AND DISCUSSION
In the experiment setup, national stock exchange (NSE) data were used for investigation (https :

//www.nseindia.com/). The proposed work goal is to identify the relevant financial parameters and forecast
the stock price. The proposed work is divided into three tasks. The first is the recursive feature elimination
(RFE) method to identify the relevant financial parameters. Using the RFE method, we identified the impor-
tant financial parameters. Out of 14 features, three features are considered irrelevant features. The irrelevant
features are other income, depression, and dividend payout. The financial parameters with the highest MAE
are considered irrelevant indicators. The second is to identify the quality stock using the decision tree. The de-
cision tree determines whether the stock has quality, i.e., yes or no, based on the accuracy metric. The accuracy
metric is used to assess the stock quality.

Machine learning models are evaluated based on accuracy metrics. The third is stock price forecasting.
The historical stock price is collected for further analysis. It includes stock data such as the open, high, low,
and close prices and the stock price volume. Around 4910 trade sessions were considered for experiments from
May 1, 2007, to October 11, 2022. To forecast the future value of stock price, we considered ANN, DNN, and
XGBoost models. To get the best performance in prediction models, we have varied the number of neurons,
hidden layer, and learning rate.

MAE = (
1

n
)

n∑
i=1

|yi − xi| (4)

RMSE =

√√√√(
1

n
)

n∑
i=1

(yi − xi)2 (5)

The MAE and RMSE metric is defined in (4) and (5). Figure 2 shows the stock prices predicted using deep
neural network: Figure 2(a) Sun Pharma Stock and Figure 2(b) Cipla Stock. Figure 3 shows the stock prices
predicted using deep neural network: Figure 3(a) Bharti Airtel Stock and Figure 3(b) Federal Bank Stock. Here
red line indicates the predicted price, and the black line indicates the actual price. We found that the predicted
price needs to fit volatile stock prices better. For that, we have fine-tuned the parameters of a model, like the
number of neurons and learning rate. When setting up a DNN for stock prediction, we carefully tuned various
hyperparameters to enhance model performance. We balanced fast convergence and training stability with a
0.01 learning rate. We balanced processing speed and consistent gradient updates using a 32-batch size. We
trained the model over 100 epochs to prevent overfitting and ensure learning. We used the Adam optimizer
to handle sparse gradients and automatically modify the learning rate during training. We reduced overfitting
by randomly deactivating neurons during training with a dropout rate of 0.5. The rectified linear units (ReLU)
activation function added non-linearity to the buried layers. The network had four hidden layers, with neuron
counts decreasing from 128 to 64 to 32. As indicated in Table 4, the DNN outperformed both the ANN and
XGBoost models in most scenarios. For example, in forecasting SunPharma stock, the DNN achieved an MAE
of 3.210941, RMSE of 7.845115, and an R-squared value of 98.60. In contrast, the ANN had an MAE of
3.937627, RMSE of 8.452742, and an R-squared value of 98.20, while the XGBoost model recorded an MAE
of 5.507795, RMSE of 8.986556, and an R-squared value of 97.80. Comparable results were observed for
Cipla, Bharti-Airtel, Federal Bank, RBL Bank, and Bank of Baroda, with the DNN consistently delivering
lower MAE and RMSE values along with higher R-squared values, signifying superior predictive accuracy and
overall model performance. Additionally, these outcomes were benchmarked against existing literature by [43],
where their multilayer perceptron (MLP) and convolutional neural network (CNN) models exhibited higher
MAE and RMSE values, highlighting the effectiveness of our DNN configuration. For instance, their CNN
model’s performance for stock prediction resulted in an MAE of 25.66 and an RMSE of 36.87, showcasing the
superior accuracy of our DNN approach.
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(a)

(b)

Figure 2. Stock price predicted using DNN (a) Sun Pharma Stock and (b) Cipla Stock

(a)

(b)

Figure 3. Stock price predicted using DNN (a) Bharti Airtel Stock and (b) Federal Bank Stock
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Table 4. Result
Stock Predictions Techniques MAE RMSE R-squared

SunPharma ANN 3.937627 8.452742 98.20
SunPharma DNN 3.210941 7.845115 98.60
SunPharma XGBoost 5.507795 8.986556 97.80

Cipla ANN 3.174641 5.191448 98.95
Cipla DNN 3.346246 5.445911 98.85
Cipla XGBoost 5.251966 7.658853 98.50

Bharti-Airtel ANN 6.334113 10.11714 97.30
Bharti-Airtel DNN 7.088787 11.96207 97
Bharti-Airtel XGBoost 5.490016 7.15828 98.30
Bajaj Auto ANN 25.35 28.33 89.60
Bajaj Auto DNN 28 30 88.60
Bajaj Auto XGBoost 33 35 86.60

Federal Bank ANN 18.17 18.98 93.20
Federal Bank DNN 14.50 14.90 94.40
Federal Bank XGBoost 17 17.60 94.10

RBL Bank ANN 21 21.30 91.10
RBL Bank DNN 17 17.60 92.40
RBL Bank XGBoost 18.50 18.60 93.40

Bank of Baroda ANN 22 22.70 91.60
Bank of Baroda DNN 19 19.40 93.10
Bank of Baroda XGBoost 20.10 20.80 92.40
Lu et al. [43] MLP 31.49 39.26 96.99
Lu et al. [43] CNN 25.66 36.87 97.35
Lu et al. [43] BiLSTM 21.95 31.62 98

5. CONCLUSION
The proposed work encompasses three main tasks aimed at enhancing stock price prediction to as-

sist investors in making profitable decisions. First, we identified relevant financial parameters using the RFE
method. Our findings indicated that parameters such as other income, depreciation, and dividend payouts do
not significantly contribute to stock price prediction, as evidenced by MAE scores greater than twenty, reflect-
ing high data variance. Second, we utilized DT to identify quality stocks, providing a basis for robust stock
selection. Lastly, we forecasted stock prices using ANN, DNN, and XGBoost methods. As demonstrated in
experimental work ANN and DNN outperformed XGBoost in most cases due to their ability to handle nonlin-
earity in stock price data. Specifically, the DNN achieved lower MAE and RMSE values and higher R-squared
values across various stocks, indicating superior predictive accuracy. In contrast, XGBoost was less effective
in scenarios with high data volatility. Future research could explore integrating both technical and fundamental
indicators to improve long-term stock price predictions. Additionally, leveraging options and derivatives data
may enhance the accuracy of future stock value forecasts.
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