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 Wireless sensor networks (WSNs) are essential for many different types of 

applications, including industrial, commercial, and agricultural. Inadequate 

node location, dynamic nodes, network longevity, increased packet drop 

rates, scaling problems, limited adaptability, and changing climatic 

conditions pose challenges to the WSN's efficacy. Numerous bio-inspired 

algorithms have been previously introduced for node placement, 

demonstrating a significant improvement in data aggregation performance. 

However, because of the low variability in the solution, weak convergence, 

and poor balance between exploitation and exploration, the results of WSNs 

are challenging to interpret. With a unique competitive Cuckoo search 

algorithm (CCSA), this research presents a connectivity-aware, energy-

efficient, and node placement method. Using the elite population to increase 

the variety of the answer, the suggested competitive strategy aims to enhance 

convergence. It additionally employs the fuzzy C-mean clustering algorithm. 

The clustering optimization based on cluster head energy, density, location, 

Gini coefficients, and other comparable factors uses an artificial bee colony 

optimization (ABC) algorithm to enhance the clustering and cluster head 

position. A comparison between the recommended scheme and the 

traditional state-of-the-art reveals that the suggested system performs better 

regarding network throughput, residual energy, and network lifetime.  
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1. INTRODUCTION 

A wireless sensor network (WSN) is a network of committed sensors that are distributed spatially 

and track the environmental or physical conditions of the natural world before organizing the data at a control 

center [1], [2]. WSN is imperative in many applications, such as the internet of things (IoT), disaster 

management, smart home automation, industrial monitoring, habitat monitoring, transportation, logistics, 

agriculture monitoring, earthquake detection, and landslide detection. The vast growth in the 5G technology 

and IoT devices leads to massive growth in the use of WSNs for various data collection, monitoring, control, 

and communication purposes. The sensor node (SN) performs several tasks, including data acquisition, 

information flow control, and processing, data storing, data and process synchronization, finding the adjacent 

node, target tracking, node localization, monitoring, flow control, and promising routing between multiple 

sensor nodes and base stations [3]. With the help of the wireless link between the nodes, the data acquired 

from the sensors is propagated to the various sensor nodes. Small clusters comprise the WSN; every cluster 
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contains a cluster head (CH). CHs communicate with the center's main base station (BS) for additional 

monitoring and action [4], [5]. 

Mobile WSNs made up of mobile sensor nodes are frequently used in emergencies for environment 

monitoring and surveillance. The mobile WSN nodes are made up of a radio transceiver, a microcontroller 

for converting analog signals to digital signals, computing and generating the control signal, and a node that 

understands the electrical equivalent of the physical inputs such as heat, temperature, moisture, event, 

pressure, load, and humidity [6], [7]. Determining network lifetime, throughput, scalability, and other 

performance metrics is very challenging because of the dynamic topology of mobile WSNs. The WSN aims 

to cooperatively gather data about the professed objects in the monitoring area, transform the monitored data 

into electrical signals, and broadcast the monitored signals to the BS via wireless multi-hop communication 

[8], [9]. It has features like self-organized routing, no wiring, a dynamic network, and a potent ability to 

withstand destruction. It is appropriate for use in various fields, including environmental, medical, and 

industrial monitoring. Sensor node computing power, energy availability, and battery replacement are all 

constrained in WSNs. The sensor nodes are generally placed over the surface in an unstructured and 

structured way. Deploying the nodes over the surface is essential to cover the targets for improving 

connectivity and efficient data aggregation [10], [11]. 

Yu et al. [12] presented a grey wolf optimization (GWO) algorithm for node placement. It considers 

network coverage for the node placement. The GWO provides alternatives such as alpha, beta, and omega 

wolves, where the alpha wolf solution is considered supreme. However, the effectiveness of the placement 

strategy is limited because less focus is given to energy consumption and network connectivity. Further, 

Hanh et al. [13] suggested a node placement strategy using greedy techniques that collaborate linear 

programming clustering with graph maximum flow techniques. It considers the connectivity and coverage of 

the network nodes. Krishnamoorthy et al. [14] explored node localization using a neural network (NN) 

approach. The NN provides the adaptability to cope with the dynamic environment and faster response in 

mobile network scenarios. However, the network's lifetime is lower because of the mobile scenario. The 

algorithm focuses only on the localization error. Pu et al. [15] provided a Cuckoo search algorithm (CSA) 

algorithm for the node placement that used a drift strategy. It has provided crucial results for smaller 

networks, but scalability is less and unsuitable for more extensive area networks [15]. 

Algorithms that are based on biological phenomena and implemented as computing algorithms are 

called bio-inspired algorithms [16]. These algorithms can model and solve complicated problems and multi-

objective function problem-solving. Several data aggregation schemes' effectiveness demeans in the mobile, 

heterogeneous, and unstable WSNs [17]. Since sensor nodes need additional power to be mobile, power 

management is a significant issue with mobile WSNs. The constrained functionality of sensors and the 

network's application-specific characteristics have led to the progress of current routing algorithms. Data 

security has received very little attention [18]–[20].  

Numerous techniques have been investigated for WSN clustering, mainly focusing on cluster and 

energy optimization. Clustering is generally performed using the placement and residual power of the nodes. 

The competence of the clustering scheme is generally observed in terms of mobility, scalability, 

dependability, dispersion, self-organization, trust, homogeneity, resource awareness, data aggregation, 

security, and randomized rotation nature [21]–[23]. It is challenging to balance many factors when improving 

the network settings. There are issues with scalability, energy use, mobility, and network overheads with 

several clustering approaches. Bio-inspired algorithms are widely employed to handle the various goal 

functions and complex issue solutions. Several swarm-based algorithms, including, ant colony optimization 

(ACO), and artificial bee colony (ABC), have been investigated to address the WSN routing issue. These 

methods can iteratively improve self-effectiveness, tackle complicated problems, and optimize numerous 

functions simultaneously. The power and routing optimization improved as a consequence of these strategies. 

Due to their iterative nature, swarm-based algorithms take a long time when the network structure is 

exceedingly vast. In the sensor network, one-to-one data transfer is the main emphasis of swarm-based 

routing algorithms. These algorithms rely on arbitrary judgments, which are challenging to conceptually or 

mathematically describe [24], [25]. 

However, node deployment is challenging due to the lack of infrastructure, limited sensing and 

communication range of the sensor, lower node power, and different environmental factors. In this article, we 

aim to improve the scalability, connectivity, data aggregation, and coverage. This work focuses on 

minimization of the computational complexity and enhancement in network lifetime. 

This article presents the energy-efficient data aggregation scheme focusing on node placement and 

clustering routing algorithms in the WSN. The chief contributions of this article are summarized as follows: 

− A novel competitive Cuckoo search algorithm (CCSA) is proposed for energy efficiency, connectivity, 

and coverage-aware node placement. 
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− The competitive strategy in CCSA enhances the diversity of solutions, convergence, and balance between 

the exploration and exploitation of traditional CSA. 

− Implementation of energy-efficient and load-balanced optimized clustering using fuzzy C-means-artificial 

bee colony (FCM-ABC) algorithm 

The effectiveness of the proposed node placement and clustering scheme is evaluated for diverse network 

conditions using network throughput, residual energy, and network lifetime. 

The rest of the article is organized as follows: section 2 provides a survey of node placement and 

data aggregation schemes utilized in WSN. Section 3 focuses on the details of the proposed scheme's 

implementation. Further, section 4 elaborates on the network, radio model, CCSA, and FCM-ABC 

parameters, simulation results, and discussions of results. Lastly, section 5 provides the conclusion and future 

scopes of the work.  

 

 

2. METHOD 

The flow diagram of the proposed scheme is illustrated in Figure 1, which encompasses network 

initialization, node placement, clustering, and data aggregation phase. The network scenario is simulated 

using MATLAB software. The proposed model considers total area of 200×200 m for varying number of 

nodes between 100 to 500. The initial energy of the nodes is considered homogeneous (0.1J). A novel 

Cuckoo search algorithm based on a competitive learning strategy is used for node placement. The 

competitive learning strategy helps to improve the convergence of the CSA algorithm by efficiently using the 

elite population using competitive learning strategy. The nodes are clustered using the fuzzy C-mean 

algorithm. The ABC algorithm optimizes the clustering. The outcomes of the proposed scheme is evaluated 

based on the network lifetime, data throughput, and residual energy.  

 

 

 
 

Figure 1. Flow diagram of proposed data aggregation scheme 

 

 

2.1.  Node placement using CCSA 

The cuckoo search algorithm is motivated by the natural phenomenon of a cuckoo’s egg laying into 

a nest of other birds. If the host bird identifies that the egg is not laid by it, it throws the egg outside the nest; 

otherwise, it abandons the nest and builds a new one. Every egg in the nest signifies the possible solution, 

and the cuckoo egg represents the best, new, and reliable solution. Every nest contains a single cuckoo egg, 

and every nest with several eggs characterizes the possible solution. The cuckoo searches the nests randomly 

for laying the egg. The levy flight is considered for the nest-searching behavior of the cuckoo. The proposed 

competitive learning strategy for CSA selects two members from the elite groups whose fitness is 

immediately less than that of the best crow fitness. It applies the competition between the two randomly 

selected elite members from the 5% population with the highest population. The members are interchanged 

or modified during the competition strategy to form the newer crow population. The fitness for both updated 

crows is computed after the competition, and the one with the highest fitness is declared the winner. The 

fitness of the winner member is compared with the fitness of the global best solution. If the fitness of the 

winner is greater than the fitness of the global best solution, then the winner updates the global best solution. 
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The competitive learning scheme helps to improve the exploitation of the CSA where the crows having 

slightly less fitness than the best solution and reutilize it to achieve a better solution. This strategy uses the 

existing population to enhance convergence.  

Step 1: Select two elite members. 

P1: Random crow from an elite group 

P2: Random crow from an elite group 

Step 2: Apply a competitive learning strategy 

Step 3: Replace the loser members by winners members of the other group 

Step 4: Calculate the fitness of updated P1 and P2 

Step 5: 𝐼𝑓 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (𝑃1)  >  𝐺𝑙𝑜𝑏𝑎𝑙_𝐵𝑒𝑠𝑡_𝑓𝑖𝑡𝑛𝑒𝑠𝑠 

𝐺𝑙𝑜𝑏𝑎𝑙_𝐵𝑒𝑠𝑡 = 𝑃1 

𝐸𝑛𝑑 

      𝐼𝑓 𝑓𝑖𝑡𝑛𝑒𝑠𝑠 (𝑃2)  >  𝐺𝑙𝑜𝑏𝑎𝑙_𝐵𝑒𝑠𝑡_𝑓𝑖𝑡𝑛𝑒𝑠 

𝐺𝑙𝑜𝑏𝑎𝑙_𝐵𝑒𝑠𝑡 = 𝑃2 

𝐸𝑛𝑑 

 

2.2.  FCM clustering 

The FCM divides the nodes into clusters based on the node positions in the region that is being 

simulated. It considers the case of a uniform network in which every node has the same beginning energy. 

The FCM offers the percentage of members present in each cluster that originates from the cluster that is 

deemed centralized. The value of nodes farther from the centered node is lower, while the degree of nodes 

closer to the centered node is greater [26]. The nodes are gathered into clusters that have a higher 

membership function. 

 

2.3.  Cluster selection and optimization using ABC 

The initial FCM clusters are produced using FCM, and the proposed technique employs the ABC 

algorithm to perform optimum CH selection from those clusters. The clusters formed by utilizing the FCM 

method are employed to select optimum CHs with the help of the suggested ANC he uses. The upgraded 

ABC considers the CH load balancing factor, energy Gini coefficient, CH energy balancing, and intra-cluster 

and inter-cluster distance for cluster head selection. 

Karaboga [27] first conceptualized the bio-inspired phenomena known as ABC in 2005. Three 

categories of bees are involved in this process: employed, bystanders, and scouts. The worker bees are the 

ones who find the food sources, the spectator bees are the ones who determine which food source to use, and 

the scout bees are the ones who hunt for food in random directions after the worker bees are discarded. The 

count of worker bees is always equal to the count of food sources in the area around the hive. When an 

employed bee's food supply runs exhausted, it transitions into a scout bee role. Figure 2(a) to 2(d) explains 

how the CH selection process works inside the ABC algorithm.  

The ABC algorithm provides possible SN solutions via random sampling comparable to food 

sources. Let SN = {S1, S2, S3, … … . SC} be the initial bee population. The onlooker uses the probability 

function for CH selection as given in (3).  

 

𝑝𝑖 =
𝐹𝑖

∑ 𝐹𝑛
𝑆𝑁
𝑛=1

  (3) 

 

Here, 𝑃𝑖  is the probability fitness estimated by onlooker bees, 𝐹𝑖 is the fitness of 𝑖th solution that is relative to 

the nectar amount of the food source at position 𝑖. The 𝐹𝑖 value is determined by the CH load balancing 

factor, the CH energy balancing factor, the energy Gini coefficient, inter-cluster and intra-cluster distances 

for CH selection, and the coverage/connectivity of node. Equation (4) provides the fitness function, which 

specifies that the criterion outlined in (5) must be met for weight factors to be considered fit. 

 

𝐹𝑖 = 𝜔1 ∗ 𝑓1 +  𝜔2 ∗ 𝑓2 +  𝜔3 ∗ 𝑓3 +  𝜔4 ∗ 𝑓4 + 𝜔5 ∗ 𝑓5  (4) 

 

𝜔1 + 𝜔2 + 𝜔3 + 𝜔4 + 𝜔5 = 1  (5) 

 

 

3. RESULTS AND DISCUSSION 

The network and radio model simulation parameters are described in Tables 1 and 2, respectively. 

The initial random node placement scenario is represented in Figure 2(a), and the optimized sensor node 

(N=50) selected using CCSA to cover 200 targets is shown in Figures 2(b) and 2(c). The cluster head and 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

A novel competitive cuckoo search algorithm for node placement … (Monica Shivaji Gunjal) 

1739 

clustering optimization using the FCM-ABC algorithm is represented in Figure 2(d). The competitive 

learning strategy helps to select the potential sensor positions that cover the maximum sensor nodes and get 

connected with the maximum sensor nodes. The suggested scheme covers almost 95%-97% of the simulation 

area, covering 97%-99% of targets over the simulation area. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 2. Node placement and using CCSA-FCM-ABC (a) initial random node placement, (b) node selection 

using CCSA and its coverage, (c) selected nodes using CCSA, and (d) cluttering and CH optimization using 

FCM-ABC 

 

 

Table 1. Network simulation parameters 
System parameter Specification 

Base station position Center 

Simulation area 200×200 m 

Initial energy (𝐸𝑜) 0.1-0.5 J 

Number of nodes 50, 100, 200, 300, …500 
Node position Fixed and mobile 

Traffic patterns Constant bit rate (CBR) 

 

 

Table 2. Radio model parameters 
System parameter Specification 

Threshold distance (𝑑𝑜) 
√Efs Emps⁄  

Energy consumed per bit (𝐸𝑒𝑙𝑒𝑐) 50 nJ /bit 

Receiver power consumption (𝐸𝑅𝑋) 50 nJ/bit 

Transmission power consumption (𝐸𝑇𝑋) 50 nJ /bit 

Multipath amplification factor (𝐸𝑚𝑝) 0.0013pJ/bit/m4 

Free space amplification factor (𝐸𝑓𝑠) 10pJ/bit/m2 

Message bits (K) 2000 bits 
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Figure 3 provides the simulation scenario for the CCSA-FCM-ABC clustering for various iterations. 

Figures 3(a) and 3(b) shows the initial scenario and initial FCM clustering. Figures 3(c), 3(d), 3(e) and 3(f) 

show the clustering optimization simulation for 10th, 30th, 60th, and 100th iterations respectively. It is observed 

that increasing the iterations helps to achieve better clustering. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

  
(e) (f) 

 

Figure 3. Simulation scenario for various iterations of CCSA-FCM-ABC (a) initial network scenario for 

selected nodes, (b) FCM clustering, (c) CCSA-FCM-ABC for 10th iteration, (d) CCSA-FCM-ABC for 30th 

iteration, (e) CCSA-FCM-ABC for 60th iteration; and (f) CCSA-FCM-ABC for 100th iteration 

 

 

The outcomes of the proposed scheme are compared with the particle swarm optimization (PSO) 

and genetic algorithm (GA) based node placement strategy based on distinct evaluation metrics. The results 

are evaluated based on network lifetime (dead and live nodes per round), residual energy, and packet 

transmitted to CHs and BS. Figure 4 shows the simulation results for the area of 500×500 m, target size of 

200, initial energy of 0.1 J and potential sensors positions of 100. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

A novel competitive cuckoo search algorithm for node placement … (Monica Shivaji Gunjal) 

1741 

The competitive strategy in CSA helps to enhance the network lifetime over the traditional methods, 

as given in Figures 4(a) and 4(b). Figure 4(c) illustrates the residual energy of different schemes, which 

shows that CSA provides more residual energy. Higher residual energy leads to higher total packets 

transmitted to CHs and BS, as shown in Figures 4(d) and 4(e). The competitive strategy helps to enhance the 

solution diversity and provides better node deployment compared with traditional CSA. It achieves early 

convergence and needs a lower deployment time (2.6 sec for 100 nodes). 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

 
(e) 

 

Figure 4. Results of proposed system for different node placement techniques, (a) live nodes per round,  

(b) dead nodes per round, (c) residual energy, (d) packets to BS, and (e) packets to CHs 

 

 

The fitness comparison of the CSA, traditional GA, PSO, and proposed CCSA is shown in Figure 5, 

which shows that the proposed CCSA achieves better convergence compared with the CSA for the 100 

iterations. Traditional GA and PSO suffer from poor solution variability and an inferior balance between 

exploration and exploitation, thus providing poor convergence. The competitive strategy utilized in the CSA 

helps to enhance the diversity of solutions, balance between exploitation and exploration, and population 
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variability. It effectively utilizes the existing population to enhance the solution diversity and variability, 

resulting in better CCSA convergence. 

 

 

 
 

Figure 5. Fitness cost comparison of CSA and CCSA 

 

 

The novel CCSA-based algorithm provides superior solutions for node placement considering 

connectivity and coverage. The FCM-ABC-based clustering and CHs optimization provide optimal clustering 

and help to select the optimal position of the CH in the clusters based on load balancing factor, energy Gini 

coefficient, CH energy balancing, intra-cluster and inter-cluster distance. Load balancing and energy 

balancing help improve the network lifetime by distributing equal energy among the cluster nodes. The 

sensors are optimally selected as the CHs to improve energy efficiency and thus lead to a higher network 

lifetime. The results of the network lifetime for the different targets are summarized in Table 2. The 

suggested CCSA-ABC shows a lifetime boost of 51.72% more significant for the first node dead, 35.89% for 

half node dead, and 29.41% for the last node dead. The competitive learning strategy shows the efficient use 

of the existing population and helps to provide better node placement that improves the clustering 

optimization of FCM-ABC. The ABC considers different parameters for the clustering optimization, such as 

inter-cluster distance, intra-cluster distance, energy Gini, energy balancing, load balancing, connectivity, and 

network coverage, which helps to enhance the overall network lifetime and network throughput. The 

proposed method outperforms the existing CSA, GA, and PSO-based node placement scheme regarding the 

network lifetime, as given in Table 3. The boost in network lifetime of the CCSA-ABC provides superior 

throughput compared with the CSA, GA, and PSO. 

 

 

Table 3. Network lifetime comparison 
Targets Algorithm Number of nodes selected First dead at round Half dead at round 

200 PSO-ABC 61 62 84 

 GA-ABC 58 60 81 

 CSA-ABC 55 58 78 

 CCSA-ABC 50 28 50 
350 PSO-ABC 112 114 134 

 GA-ABC 105 104 128 

 CSA-ABC 98 95 118 
 CCSA-ABC 85 48 80 

500 PSO-ABC 126 145 167 

 GA-ABC 118 132 158 
 CSA-ABC 113 123 148 

 CCSA-ABC 102 63 110 

 

 

Thus, the proposed approach suggests that the data aggregation in the WSN is heavily reliant on the 

node placement.  The proposed CCSA-ABC provides superior results compared with traditional PSO, GA, 

and CSA-based node placement strategies. The novel CCSA algorithm effectively utilizes the existing elite 

population to enhance the solution variability and convergence, leading to effective node placement with 

higher coverage and connectivity. 
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4. CONCLUSION AND FUTURE SCOPES 

This study addresses the issues of poor energy efficiency and short network lifespan in WSNs by 

providing optimum node placement, clustering, and CH selection using CCSA, Fuzzy C-Mean, and an 

improved ABC optimization algorithm. The competitive method utilized in CSA for the node placement 

enhances the algorithm's search space. It improves the algorithm's convergence and needs lower iterations 

than traditional techniques because of a good balance between exploration and exploitation. The CCSA 

minimizes the problem of being stuck at local and global minima, increases the population diversity, and 

solves the algorithm. ACO-based energy-efficient routing helps networks last longer. The ABC considers 

factors like energy Gini coefficient, load Gini coefficient, and inter-cluster and intra-cluster distance for the 

best CH selection. It has significantly outperformed the centralized CH selection using the FCM technique in 

various network density and scalability scenarios. The competitive method utilized in CSA for node 

placement enhances the algorithm's search space. It improves the algorithm's convergence and needs lower 

iterations than traditional techniques because of a good balance between exploration and exploitation. The 

CCSA minimizes the problem of being stuck at local and global minima, increases the population diversity, 

and solves the algorithm. The CCSA-based node deployment helps enhance scalability, network throughput, 

network lifetime, and deployment flexibility. It assists in minimizing the complexity of the node deployment 

algorithm. 

In the future, the effectiveness of the suggested strategy may be examined in real-time situations. 

Future efforts to increase WSN's trustworthiness for dependable data transmission and may take security into 

account. There is a need to concentrate on reducing the computational intricacy of the method. In the future, 

the algorithm's effectiveness can be further enhanced by optimal hyperparameter tuning of the CCSA 

algorithm. 
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