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 Software-defined networking (SDN) is a network architecture that enables 

the separation of the control plane and data plane, facilitating centralized 

management of the network. While centralized control offers numerous 

benefits, it also comes with certain drawbacks. Flooding distributed denial of 

service (DDoS) attacks pose a significant threat in SDN environments. 

These attacks involve overwhelming a target system with a large volume of 

packets, aiming to disrupt its functionality. In this paper, we propose a new 

approach for detecting DDoS attacks based on multiple k-means models and 

the naive Bayes algorithm. Our methodology involves training multiple  

k-means models to cluster each data point within every column of the 

dataset, where each column represents a feature. This process results in a 

new dataset with the same shape, containing only clusters, except the 

column containing the target variable (labels). These clusters are then used 

as input by naïve Bayes to perform binary classification. We assessed our 

approach using the InSDN and CIC-DDoS2017 datasets. The results 

underscore the impressive accuracy of our model, achieving 99.9839% on 

the InSDN dataset and 99.7030% on the CIC-DDoS2017 dataset. This 

performance was achieved by optimizing the desired number of clusters. 
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1. INTRODUCTION 

Software-defined networking (SDN) offers significant advantages for modern network infrastructure, 

including centralized control and programmability that enhance resource management and optimization. This 

centralized approach enables dynamic network configuration, simplifying management, boosting scalability, 

and increasing agility. Additionally, SDN facilitates automation and orchestration, reducing manual tasks 

such as provisioning and troubleshooting, which leads to improved deployment times and operational 

efficiency. Its programmable nature fosters innovation, supporting the development of novel network 

services and applications. Consequently, SDN’s capabilities in centralized control, programmability, 

automation, and innovation establish it as a powerful paradigm that surpasses traditional network architectures 

in many aspects. 

However, SDN is not immune to cybersecurity threats, with flooding distributed denial of service 

(DDoS) attacks being among the most critical challenges [1]. In SDN environments, the network architecture 

typically relies on OpenFlow switches for packet forwarding and management [2]. Attackers exploit 

vulnerabilities in this architecture to launch flooding DDoS attacks, overwhelming the system with 

illegitimate traffic [3]. These attacks target the network’s reliance on OpenFlow switches and controllers by 

sending a high volume of packets that do not match existing flow table entries. As a result, these packets are 

https://creativecommons.org/licenses/by-sa/4.0/
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encapsulated into packet-in messages and forwarded to the controller. This excessive traffic can overwhelm 

the controller’s bandwidth, memory, and central processing unit (CPU) resources, causing it to become 

unresponsive and disrupting network operations for legitimate users. Additionally, switches can experience 

memory exhaustion from the malicious traffic, impairing their ability to process legitimate traffic effectively. 

Machine learning (ML) techniques offer a promising solution for enhancing DDoS defenses in SDN 

environments. Supervised learning methods, such as support vector machines (SVM), naïve Bayes (NB), and 

neural networks (NNs), leverage labeled datasets to distinguish between normal network behavior and DDoS 

patterns. These methods analyze features like packet headers and traffic volume to detect deviations from 

expected norms. Unsupervised learning approaches, such as clustering algorithms, can identify anomalies 

without pre-labeled data by analyzing deviations in data structures, thereby adapting to evolving attack 

strategies. Ensemble learning [4] further improves detection accuracy by combining multiple models, 

enhancing the effectiveness of ML-based DDoS detection systems. 

In this paper, we introduce a novel approach that integrates k-means clustering with naïve Bayes 

classification for DDoS attack detection in SDN environments. By applying clustering at each feature level 

prior to classification, our method enhances detection accuracy. We first utilize multiple k-means models to 

cluster network traffic, followed by classification using naïve Bayes. Experimental results with the InSDN 

dataset [5] demonstrate that our approach outperforms both the naïve Bayes model and existing methods. 

Further evaluation using the CICIDS2017 dataset [6], [7] confirms its robustness and potential applicability 

beyond SDN environments. 

While various methods have been proposed for DDoS detection in SDN environments, none utilize 

clustering at each feature level before classification. For instance, the network detection and prevention agent 

(NDPA) algorithm [8] dynamically regulates traffic flow to mitigate DDoS attacks while maintaining quality 

of service (QoS) standards. Arivudainambi et al. [9] combine convolutional neural networks (CNNs) with the 

lion optimization algorithm (LOA), achieving 98.2% accuracy on the NSL-KDD dataset [10]. Another 

method in [11] introduces a two-tier security framework with a C4.5 decision tree to enhance early DDoS 

attack detection. Additionally, the proposed method in [12] achieved 95.24% accuracy using SVM by 

extracting six-tuple characteristic values from switch flow tables. The one proposed in [13] explores an 

automated DDoS attack detection system integrating P4 programmable capabilities with various machine 

learning algorithms, including k-nearest neighbors (K-NN), random forest (RF), SVM, and artificial neural 

networks (ANNs). The study [14] investigates the effectiveness of different machine learning classifiers for 

transmission control protocol-synchronized (TCPSYN) flood DDoS attacks on SDN controllers, finding all 

classifiers to be highly effective. Similarly, the study [15] evaluates J48, RF, SVM, and K-NN for internet 

control message protocol (ICMP) and TCP flood detection, with J48 outperforming the other algorithms. 

Moreover, Kasim [16] introduces a hybrid deep learning model combining CNN and long short-term 

memory (LSTM) cells for DNS flood attacks, achieving 99.87% accuracy on the CICIDS2017 dataset. 

Finally, the study [17] proposes a preemptive security model using logistic regression, decision tree (DT), 

and K-NN algorithms to detect DDoS attacks before they occur, enhancing detection performance. Our 

approach incorporates feature-level clustering, enabling a more detailed and accurate analysis of network 

traffic. This method provides a more effective solution for managing DDoS threats in SDN environments and 

enhances detection accuracy. 

The paper is structured as follows. In section 2, we present our approach to detecting flooding DDoS 

attacks and describe the experimental datasets. The results of the proposed model and their discussion are 

presented in section 3. Finally, we conclude the paper and discuss future work in section 4. 

 

 

2. EXPERIMENTS AND METHOD 

In this section, we present a detailed overview of our experimental setup, which includes 

descriptions of the datasets used, the features selected, and our proposed approach. Furthermore, we outline 

the evaluation process and metrics used to assess the model’s performance. The experiments were conducted 

on a machine equipped with an Intel® Core™ i7-6820HQ CPU running at 2.70 GHz and 32 GB of RAM, 

using the Windows 10 operating system. 

 

2.1.  Experiment datasets 

We utilized the InSDN dataset, specifically tailored for SDN attack analysis, to evaluate our model. 

This dataset stands out as one of the earliest and most comprehensive collections of attack scenarios devised 

for SDN environments. Employing an SDN-specific dataset is critical for accurately assessing SDN attack 

detection methods, as generic datasets may not fully capture the distinct architecture and attack vectors 

inherent to SDN networks. The InSDN dataset encompasses various flooding DDoS attacks, such as  

TCP-SYN flood, user datagram protocol (UDP) flood, and internet control message protocol (ICMP) flood 
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attacks, executed using the Hping3 tool, widely recognized as one of the most prevalent tools for conducting 

DDoS attacks. To form our experimental InSDN dataset, we combined the normal and ovarian vein 

syndrome (OVS) datasets in CSV format, resulting in a comprehensive collection of network activities. Our 

experimental InSDN dataset contains seven classes: normal, brute force attacks (BFAs), botnet attacks, 

denial-of-service (DoS), DDoS, probes, and web attacks. Our objective is to classify the traffic as either 

DDoS attack or not, so we labeled all classes other than DDoS as ‘Others’. As a result, our experimental 

dataset will contain only two classes: others and DDoS with the distribution of instances depicted in Figure 1. 

Furthermore, we excluded ‘Src IP’, ‘Src Port’, ‘Dst IP’, and ‘Dst Port’ to mitigate the risk of overfitting the 

model, conducting our experimentation using the dataset identified as InSDN_DDoS_Exp [18].  

To further evaluate our model, we utilized the CIC-DDoS2017 dataset. This dataset contains 

“𝐹𝑟𝑖𝑑𝑎𝑦 − 𝑊𝑜𝑟𝑘𝑖𝑛𝑔𝐻𝑜𝑢𝑟𝑠 − 𝐴𝑓𝑡𝑒𝑟𝑛𝑜𝑜𝑛 − 𝐷𝐷𝑜𝑠. 𝑝𝑐𝑎𝑝_𝐼𝑆𝐶𝑋. 𝑐𝑠𝑣”, a CSV file that includes attacks 

carried out using the low orbit ion cannon (LOIC) tool. This tool enables attackers to flood target servers or 

networks with high volumes of traffic, rendering them inaccessible to legitimate users. The file “𝐹𝑟𝑖𝑑𝑎𝑦 −
𝑊𝑜𝑟𝑘𝑖𝑛𝑔𝐻𝑜𝑢𝑟𝑠 − 𝐴𝑓𝑡𝑒𝑟𝑛𝑜𝑜𝑛 − 𝐷𝐷𝑜𝑠. 𝑝𝑐𝑎𝑝_𝐼𝑆𝐶𝑋. 𝑐𝑠𝑣” contains a significantly higher number of 

instances of flooding DDoS attacks compared to BENIGN instances. In real-world scenarios, this distribution 

may not accurately represent the prevalence of DDoS attacks. Therefore, we removed infinite values from 

this CSV file, and created our experimental CIC-DDoS2017 dataset, denoted as 𝐶𝐼𝐶_𝐷𝐷𝑜𝑆2017_𝐸𝑥𝑝 [19], 

with the distribution depicted in Figure 1. 

 

 

 
 

Figure 1. Class instance distribution 

 

 

2.2.  Features employed in our experiments 

This section presents the features utilized in our experiments and details the feature selection 

process. We employed the SelectKBest method from the scikit-learn library to identify the most relevant 

features from our dataset. This method iterates over a range of ‘𝑘’ values, where ‘𝑘’ represents the number of 

features to be selected. For each ‘𝑘’ value, the method computes the chi-squared (chi2) statistic between each 

feature and the target variable, selecting the top ‘𝑘’ features with the highest chi2 scores. To determine the 

optimal ‘𝑘’ value, we used a cross-validation strategy with a RF classifier. The feature subset that achieved 

the highest mean cross-validation score across different ‘𝑘’ values was selected as the final set of features. 

This systematic approach ensures that the chosen features significantly enhance the classifier’s predictive 

performance, thereby improving overall model accuracy. 

Table 1 shows the selected subset of features from our experimental InSDN and CIC-DDoS2017 

datasets. The features are listed according to their importance, using the SelectKBest method, which 

identifies the top features based on a specified scoring function. This allows us to focus on the most relevant 

features. Notably, in our analysis of the CIC-DDoS2017 dataset, we excluded the ‘destination port’ feature to 

avoid overfitting and to prioritize features directly relevant to identifying DDoS attacks. 
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Table 1. Extracted subset features from our experimental datasets 
No Feature No. Feature 

InSDN dataset 

1 Protocol 7 SYN flag Cnt 

2 Flow duration 8 PSH flag Cnt 

3 Flow Pkts/s 9 ACK flag Cnt 

4 Bwd PSH flags 10 Down/up tatio 

5 Bwd Pkts/s 11 Init Bwd win byts 

6 FIN flag Cnt   

CIC-DDoS2017 dataset 

1 Fwd packet length max 15 Max packet length 

2 Fwd packet length min 16 Packet length mean 

3 Fwd packet length mean 17 Packet length std 

4 Fwd packet length Std 18 Packet length variance 

5 Bwd packet length max 19 SYN flag count 

6 Bwd packet length min 20 PSH flag count 

7 Bwd packet length mean 21 URG flag count 

8 Bwd packet length std 22 Down/up ratio 

9 Bwd IAT total 23 Average packet size 

10 Bwd IAT mean 24 Avg Fwd segment size 

11 Bwd IAT Std 25 Avg Bwd segment size 

12 Bwd IAT max 26 Subflow Fwd bytes 

13 Fwd PSH flags 27 Init_Win_bytes_backward 

14 Min packet length   

 

 

2.3.  Proposed approach 

As shown in Figure 2, this paper introduces a DDoS detection technique that combines multiple  

k-means models with a naïve Bayes model. The proposed methodology involves the following general phases: 

a. Training multiple k-means models and a naïve Bayes model: We iteratively train k-means models using 

the training dataset, varying the desired number of clusters (k) within a predefined range. Each iteration 

corresponds to a different k value, allowing exploration of various clustering configurations. For each 𝑘 

value, a separate k-means model is trained for each feature in the dataset, enabling feature-specific 

clustering. Unlike clustering the entire dataset collectively, this approach operates independently on each 

column. For each feature, the k-means algorithm organizes the data into a maximum of k cohesive 

clusters, discerning patterns and groups within each column separately. After training the k-means 

models, each model is employed to assign a cluster to every data point within its respective column. The 

assigned clusters for the training set are utilized as input to train a Gaussian naïve Bayes model for binary 

classification. 

 

 

 
 

Figure 2. Flow diagram of the proposed method 
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b. Select the best model: During the iteration process, the validation set is utilized to evaluate the performance 

of each model. Each model consists of multiple trained k-means models and a trained naïve Bayes model. 

This evaluation involves computing the validation accuracy based on the clustering results obtained from the 

trained k-means models and the subsequent classification using the trained naïve Bayes model. The model 

with the highest validation accuracy is selected as the best-performing model. 

c. Model evaluation: The performance of the best selected model is assessed using the testing set. Initially, 

the trained k-means models cluster the testing set. Subsequently, the assigned clusters are used as input 

for the trained naïve Bayes model to perform binary classification. 

Algorithm 1 outlines the key steps of our proposed approach, focusing on how k-means clustering 

and the naïve Bayes model are integrated into the methodology. By demonstrating the collaboration between 

k-means and the naïve Bayes classifier, we emphasize their crucial roles in improving the accuracy and 

effectiveness of our method. This clear representation enables readers to understand the significant 

contributions of both k-means and naïve Bayes to the overall success of our approach. 

 

Algorithm 1. Proposed DDoS detection approach 
Input: Training dataset, validation dataset and testing dataset 

Output: Best-performing DDoS detection model 

Initialize best_KMeans_models; 

Initialize best_NB_model; 

Initialize best_accuracy=0; 

Define X as the matrix of feature values and y as the vector of target values; 

Step 1: Train k-means models KMeans_modelsk and naïve Bayes model NB_modelk 

for each k in a predefined range do 

      for each column in Xtrain do 

           Train k-means model KMeans_modelk,column on Xtrain[column]; 

           Append KMeans_modelk,column to KMeans_modelsk; 

      end 

      Assign clusters to Xtrain using KMeans_modelsk; 

      Train naïve Bayes model NB_modelk using cluster assignments; 

Step 2: Evaluate on validation set; 

      Evaluate NB_modelk on Xval; 

      Compute validation accuracy accuracyk; 

      if accuracyk>best_accuracy then 

         Update best accuracy to accuracyk; 

         Update best_KMeans_models to KMeans_modelsk; 

         Update best_NB model to NB_modelk; 

      end 

end 

Step 3: Evaluate the best model on testing set; 

Apply best_KMeans_models to Xtest for clustering; 

Apply best_NB model for classification on clustered data; 

 

2.4.  Evaluation process and metrics 

The evaluation of our approach involves fine-tuning the number of clusters to identify the optimal 

model. We start by comparing our model’s performance to that of a naïve Bayes model using the InSDN 

dataset, and subsequently, we assess its performance on the CIC-DDoS2017 dataset. We employed 

recognized performance metrics such as accuracy, precision, recall, and F1-score to assess the effectiveness 

of our model. These metrics are computed as (1)-(4):  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (3) 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 × Precision × Recal

Precision + Recall
 (4) 

 

True positives (TP) and true negatives (TN) represent instances that the model has correctly classified. In 

contrast, false positives (FP) and false negatives (FN) refer to instances that the model has incorrectly 

classified. These metrics are crucial for evaluating the effectiveness of classification models, providing 

insights into their accuracy and reliability. 
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3. RESULTS AND DISCUSSION 

In this section, we present the results obtained from the experiments conducted using our proposed 

approach. First, we compare the accuracy achieved by the NB model and our model with different 𝑘 values. 

Next, we assess the performance of our model that attained the highest accuracy by examining the 

classification report in detail. The results of our experiments are illustrated in Figures 3 to 6. 

 

3.1.  Result on InSDN dataset 

As depicted in Figure 3, both models demonstrate excellent accuracy. Our model aligns closely with 

naïve Bayes, achieving an impressive 99.9742% accuracy across various values of 𝑘. Notably, with 32 

clusters, our model reaches a slightly higher accuracy of 99.9839%, representing a modest improvement of 

0.0097% over naïve Bayes. This improvement, though small, highlights that our model performs marginally 

better while maintaining high accuracy. Additionally, Figure 4 shows that with 𝑘 = 32, our model achieves 

robust precision, recall, and F1 score values of approximately 99.9455%, 99.9863%, and 99.9659%, 

respectively, underscoring its effectiveness in accurately identifying positive instances and minimizing 

misclassifications. 

 

 

  
 

Figure 3. Accuracy across desired number of clusters within our 

experimental InSDN dataset 

 

Figure 4. Confusion matrix within our 

experimental InSDN dataset 

 

 

3.2.  Result on CIC-DDoS2017 dataset 

As shown in Figure 5, the proposed model initially has lower accuracy compared to the naïve Bayes 

model. However, as the number of clusters increases, the accuracy of our model gradually improves. By 

around 𝑘 = 24, our model surpasses the naïve Bayes model and continues to demonstrate superior 

performance. At 𝑘 = 86, our model achieves an accuracy of 99.7030%, which significantly exceeds the  

naïve Bayes model’s accuracy of 96.3774%, representing an increase of 3.3256%. This highlights the 

enhanced predictive capability of our model. Additionally, Figure 6 shows that with 𝑘 = 86, our model 

achieves a precision of 99.2487%, indicating that 99.2487% of predicted positives are correctly classified, 

and a recall of 99.5693%, reflecting its ability to identify 99.5693% of actual positives. Consequently, the 

F1-score, which balances precision and recall, reaches 99.4088%. 

 

 

  
 

Figure 5. Accuracy across desired number of clusters within our 

experimental CIC-DDoS2017 dataset 

 

Figure 6. Confusion matrix within our 

experimental CIC-DDoS2017 dataset 
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3.3.  Computational overhead 

For each k value, we construct a model that combines multiple k-means models and a naïve Bayes 

classifier to identify the one with the highest accuracy. This approach significantly impacts CPU usage and 

memory requirements, leading to longer training time, which includes the combined durations required to 

train the multiple k-means models and the naïve Bayes classifier. Training multiple k-means models involves 

iterative clustering operations for each feature in the dataset, which demands substantial CPU power and 

memory. Each model updates cluster centroids and assigns data points to clusters, leading to increased CPU 

utilization with more k values and features. Additionally, memory demands rise as each k-means model 

needs to store data points, cluster centroids, and intermediate results. As shown in Figures 7 and 8, training 

time increases with the number of desired clusters for both datasets. For the InSDN dataset, this duration 

ranges from 3.28 seconds for 5 clusters to 29.59 seconds for 40 clusters. The CIC-DDoS2017 dataset shows 

an increase in training time from 5.20 seconds for 3 clusters to 124.06 seconds for 93 clusters. To mitigate 

this computational overhead, using mini-batch k-means can help reduce training time, especially with large 

datasets. Additionally, parallel processing and utilizing graphics processing units (GPUs) can significantly 

enhance performance and efficiency. 

 

 

 
 

Figure 7. Training time across desired number of clusters within our experimental InSDN dataset 

 

 

 
 

Figure 8. Training time across desired number of clusters within our experimental CIC-DDoS2017 dataset 
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3.4.  Comparison 

Table 2 compares our proposed approach with existing research, highlighting the superior 

performance of our hybrid model. For instance, Wang et al. [20] achieves 99.64% accuracy with bagging tree 

(BT), while our model reaches 99.98% on the InSDN dataset. Similarly, Wang and Liu [21] reports 98.98% 

accuracy with CNN, whereas our method attains 99.70% on the CIC-DDoS2017 dataset. Studies such as 

study [22] and [23] report maximum accuracies of 98.7% and 98.3% with CART and K-NN, respectively, 

which our model exceeds. Additionally, Khamaiseh et al. [24] reports 96% precision and 98% recall for 

known attacks with K-NN, while our method achieves higher precision and recall of 99.95% and 99.99% on 

the InSDN dataset.  

Furthermore, Sahoo et al. [25] achieves an accuracy of 98.907% using a combination of kernel 

principal component analysis (KPCA), SVM, and genetic algorithm (GA) on the NSL-KDD and self-

generated datasets. In comparison, our model significantly surpasses this with an accuracy of 99.98% on the 

InSDN dataset and 99.70% on the CIC-DDoS2017 dataset. Additionally, Meti et al. [26] reports 80% 

accuracy, precision, and recall using SVM on real-time TCP traffic data. Our model demonstrates superior 

performance with 99.98% accuracy, 99.95% precision, and 99.99% recall on the InSDN dataset. Finally, 

Tuan et al. [27] shows that K-NN achieves an accuracy rate exceeding 99%, while our model achieves a 

higher accuracy. Despite the promising results of our approach, addressing the computational overhead 

introduced by multiple k-means models is essential, as this can pose challenges in large-scale scenarios. 

However, implementing efficient parallelization strategies and leveraging distributed computing frameworks 

can mitigate these challenges, making our model suitable for large-scale deployment. 

 

 

Table 2. Comparison of various DDoS detection models 
Ref. Dataset ML techniques Performance 

[20] DARPA, InSDN, and 

self-generated dataset 

using simulation 

Support vector machines (SVM), 

generalized linear model (GLM), naïve 

Bayes (NB), discriminant analysis (DA), 

feedforward neural network (FNN), 

decision tree (DT), k-nearest neighbors  

(K-NN), and bagging tree (BT) 

BT achieves the highest accuracy of 99.64% 

[21] CICIDS2017 and self-

generated dataset 

CNN, SVM, deep neural network 

(DNN), and DT 

CNN: 98.98% (4.25% to 8.20% better) 

[22] Self-generated dataset quadratic discriminant analysis (QDA), 

gaussian naïve bayes (GNB), K-NN, and 

classification and regression trees 

(CART) 

CART achieved the highest accuracy of 98.7%, 

with all methods exceeding 95% 

[23] Self-generated dataset 

using hping3 

SVM, K-NN, neural network, and NB K-NN achieved the highest accuracy rate of 

98.3% 

[24] Self-generated dataset by 

simulating different types 

of DDoS attacks in an 

SDN testbed 

K-NN and ANN K-NN: 96% precision, 98% recall; ANN: 90% 

precision, 86% recall 

[25] NSL-KDD and self-

generated dataset using 

network simulator NS2 

Combination of KPCA, SVM and GA The accuracy of the KPCA+SVM+GA model 

is 98.907% 

[26] Dataset collected in real-

time from TCP traffic 

NB, SVM, and NN SVM shows 80% accuracy, precision, and 

recall. SVM is considered the better choice 

[27] CAIDA 2007 and self-

generated dataset 

K-NN, DT and NN The accuracy is above 98% for all 3 ML 

techniques. The K-NN achieved an accuracy 

rate of over 99% with K set to 9 

The 

proposed 

model 

InSDN and  

CIC-DDoS2017 

Hybrid k-means and naïve Bayes model In the InSDN dataset: 99.98% accuracy, 

99.95% precision, 99.99% recall, and 99.97% 

F1 score. In the CIC-DDoS2017 dataset: 

99.70% accuracy, 99.25% precision, 99.57% 

recall, and 99.41% F1 score 

 

 

4. CONCLUSION AND FUTURE WORK 

This paper explores the landscape of flooding DDoS attacks in SDN environments and the role of 

machine learning in detecting these threats. Flooding DDoS attacks, characterized by high-volume traffic 

floods, pose significant risks and require robust security measures for effective detection and mitigation. 

Machine learning techniques, including both supervised and unsupervised methods and ensemble approaches, 

have proven promising in addressing these challenges by offering adaptive and proactive defenses. Our 

proposed model integrates k-means clustering with gaussian naïve Bayes classification to enhance the accuracy 

of flooding DDoS attack detection. Through experimentation with real-world datasets such as InSDN and  
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CIC-DDoS2017, we have shown that our model achieves exceptional accuracy by optimizing the desired 

number of clusters. However, this approach introduces substantial computational overhead due to the need to 

run multiple k-means models. To address this, future research will focus on optimizing the computational 

efficiency of our approach by exploring advanced parallelization techniques, distributed computing frameworks, 

and hardware acceleration. This will aim to mitigate the computational challenges and enhance scalability, 

making our model more practical for deployment in large-scale network environments. 
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