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 This paper presents and discusses a framework that leverages large-scale 

language models (LLMs) for data enrichment and continuous monitoring 

emphasizing its essential role in optimizing the performance of deployed 

models. It introduces a comprehensive large language model operations 

(LLMOps) methodology based on continuous monitoring and continuous 

improvement of the data, the primary determinant of the model, in order to 

optimize the prediction of a given phenomenon. To this end, first we 

examine the use of real-time web scraping using tools such as Kafka and 

Spark Streaming for data acquisition and processing. In addition, we explore 

the integration of LLMOps for complete lifecycle management of machine 

learning models. Focusing on continuous monitoring and improvement, we 

highlight the importance of this approach for ensuring optimal performance 

of deployed models based on data and machine learning (ML) model 

monitoring. We also illustrate this methodology through a case study based 

on real data from several real estate listing sites, demonstrating how MLflow 

can be integrated into an LLMOps pipeline to guarantee complete 

development traceability, proactive detection of performance degradations 

and effective model lifecycle management. 
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1. INTRODUCTION 

Machine learning operations (MLOps), stands for a methodology for efficiently managing the 

development, deployment and management processes of machine learning (ML) models, and large language 

model operations (LLMOps) [1], which extends these principles specifically to language models such as 

generative pre-trained transformer (GPT), taking into account their unique requirements [2], combining 

continuous monitoring [3], model explicability and systematic management of the ML model lifecycle, 

provide a comprehensive solution for optimizing the performance of deployed models. This approach relies 

on the use of advanced technologies such as real-time web scraping, Kafka and Spark Streaming for efficient 

data acquisition and processing. The challenge of continuous monitoring lies in ensuring the reliability and 

performance of ML models in production. This entails constant monitoring of the results generated by these 

models, as well as the proactive detection of performance drifts or undesirable behaviors. By placing 

continuous monitoring and model explicability at the heart of our methodology, we aim to guarantee the 

https://creativecommons.org/licenses/by-sa/4.0/
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reliability of predictions, while meeting the needs of other application domains. This approach thus provides 

a solid foundation for informed decision-making, essential in a context where data plays an increasingly 

crucial role in strategic choices. 

This paper introduces an innovative framework that combines MLOps and LLMOps to improve ML 

models through data enrichment and continuous monitoring. For instance, the framework uses large language 

models (LLMs) for data enrichment of real-time data acquisition and processing to facilitate predictive 

accuracy and efficiency. We further validate the framework's effectiveness through a case study in the real 

estate sector, showcasing its capacity to refine model predictions across various fields. Moreover, our 

framework ensures the performance of deployed models via rigorous monitoring and lifecycle management, 

setting a new standard for informed decision-making and significantly advancing the machine learning 

operations domain. 

The remainder of this article is organized as section 2 reviews related works, situating our approach 

within the existing landscape of MLOps, LLMOps, and continuous monitoring practices. Section 3 

introduces our theoretical framework, detailing the underpinnings of LLM for data enrichment, LLMOps for 

managing the lifecycle of large language models, and the critical role of continuous monitoring in model 

optimization. Section 4 describes the proposed framework for dynamic optimization of ML models, outlining 

our multi-step methodology that includes data acquisition, preprocessing, exploration, model building, 

evaluation, and deployment with continuous monitoring. Section 5 presents a case study to demonstrate the 

practical application and effectiveness of our framework in improving real estate price prediction models. 

Finally, section 6 concludes the article by summarizing our findings and discussing the implications of our 

research for the field of machine learning operations in continuously changing data environments. 

 

 

2. RELATED WORKS 

In the context of artificial intelligence (AI), continuous model monitoring plays a vital role. This 

process involves constant observation of the performance of deployed models to quickly identify any 

deterioration in the accuracy or reliability of predictions [4]. However, the success of this monitoring is 

closely dependent on the quality of the underlying data, which underlines the importance of data quality. 

Poor-quality data can compromise the efficiency and validity of model results [5]. Furthermore, MLOps 

practices [6], aimed at optimizing the deployment and management of machine learning models, as well as 

LLMOps practices [7] applied to LLM models [8], [9] dealing with natural language processing (NLP) [10], 

[11], are also crucial in this context to bring development and production environments even closer together. 

Integrating these aspects helps maintain model quality and performance [12], which is essential in an 

environment where data and conditions can change rapidly [13]. Thus, understanding the relationship 

between continuous monitoring, data quality, MLOps and LLMOps practices is essential to ensure reliable 

predictions and informed decision-making in diverse application domains. 

Several studies have highlighted the current ecosystem of tools that support the ML pipeline. These 

tools play an essential role in the effective implementation of continuous monitoring, data quality, MLOps 

practices and LLMOps. Their availability and use enable teams to develop and deploy artificial intelligence 

models faster and more reliably. For example, in the field of continuous monitoring, tools such as 

Prometheus [14], Grafana [14] and tensor board [15] provide advanced features for monitoring model 

performance in real time. These tools enable teams to closely monitor key metrics [16] such as precision, 

recall and F-score, and quickly detect any deviation from predefined thresholds. 

When it comes to data quality, tools such as great expectations [17], data robot [18], and Trifacta 

[19] offer features to evaluate, clean and validate data before it is used in ML models. These tools identify 

outliers, duplicates, missing values and inconsistencies in datasets, helping to improve the quality and 

reliability of model predictions. In the area of MLOps and LLMOps practices, platforms such as Kubeflow 

[20], ML flow [21] and Seldon core [22] provide functionality to automate and orchestrate the deployment, 

management and monitoring of ML models. These platforms enable teams to collaborate efficiently, track the 

evolution of models and guarantee their consistency and reliability in production environments. By 

understanding the landscape of available tools, teams can choose the solutions that best meet their specific 

needs, and implement robust processes to guarantee the quality and reliability of artificial intelligence model 

predictions. 

 

 

3. THEORETICAL FRAMEWORK 

Before exploring the details of the framework that integrates LLM and ML models with real-time 

data processing, as outlined in section 4, it is important to first establish its relevance within the broader 

context of our research. This framework is not only a technical contribution but also addresses critical gaps in 
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current methodologies by offering a novel approach to handling dynamic data. To fully appreciate the 

significance of this integration, key concepts related to both machine learning and natural language 

processing, as well as their roles in modern data-driven environments, need to be understood. These 

foundational ideas will help highlight the importance of our contribution to advancing research in this field. 

 

3.1.  LLM for data enrichment 

The LLM approach is important for extracting information from textual descriptions due to its 

contextual understanding capabilities. LLMs [23] like GPT, bidirectional encoder representations from 

transformers (BERT) and Bard [24], [25] are trained on extensive text datasets, enabling them to grasp the 

context of a given textual description. This contextual comprehension allows them to capture implicit 

meanings, which is crucial for precise information extraction. LLMs can efficiently process large volumes of 

text across a wide range of domains and subjects. They can be refined or customized for specific information 

extraction tasks. By providing additional training data or specific instructions, users can adapt the model to 

extract desired information more accurately for particular applications or domains. These qualities make 

LLMs valuable tools for a wide range of applications, from natural language understanding to knowledge 

management. LLMs are used in various language-related applications [26]: 

a. Automatic translation [27]: LLMs can translate texts from one language to another with impressive 

accuracy. 

b. Text generation [28]: LLMs can generate blog articles, summaries, or product descriptions based on a set 

of keywords or input text. 

c. Question answering [29]: LLMs can provide accurate answers to complex questions based on the 

information available in the input texts. 

d. Intelligent personal assistant [30]: LLMs can function as conversational agents to assist users in various 

tasks such as note-taking, information retrieval, or event planning. 

Data enrichment is a crucial process that enhances the value of data by refining and augmenting 

them with additional attributes. By enriching data, we gain deeper insights into our dataset. Data enrichment 

involves several common tasks, including adding data, segmentation, deriving attributes, data imputation, 

entity extraction, and data categorization. In this context, NLP [31] and machine learning techniques are 

often employed, particularly with models such as language model for data enrichment (LLM), which 

automate and enhance these processes. 

 

3.2.  LLMOps for automating LLMs lifecycle 

LLMOps is an emerging methodology that aims to streamline and automate the lifecycle of LLMs 

in production, as this type of ML model can generate results in human language. It is a specialization of 

MLOps adapted to the specific challenges of LLMs. LLMOps focuses specifically on the lifecycle 

management of large language models, such as those used in automatic NLP. It includes specialized tools and 

practices tailored to the unique challenges posed by LLMs, including the management of massive models, the 

generation of quality text, and the detection of biases and errors. Specific aspects of LLMOps may include 

linguistic data management, language model optimization, controlled text generation and linguistic quality 

assessment. 

An important part of our methodology is to integrate LLMOps for efficient management of the ML 

model lifecycle. We detail the different phases of the model lifecycle, from experimentation to production, 

including continuous monitoring and version management. We highlight the key features of LLMOps that 

facilitate task automation and the implementation of model development best practices. 

 

3.3.  Continuous monitoring for optimization of ML models 

Continuous monitoring [32] of ML models aims to monitor in real-time the performance, behavior, 

and data quality of deployed models. This involves systematically collecting relevant metrics and monitoring 

input data to detect changes, data quality degradation, or conceptual drifts. This approach aims to ensure 

continuous quality and reliability of ML models by enabling real-time adjustments and improvements, which 

helps maintain their effectiveness and relevance in operational environments. 

Emphasizing its essential role in optimizing the performance of deployed models. We discuss key 

performance metrics to monitor, anomaly analysis techniques and continuous improvement strategies to 

ensure accurate and reliable predictions. Thanks to real-time logging capabilities, performance metrics and 

model characteristics can be continuously monitored. This enables proactive problem detection and rapid 

feedback to development and operations teams. Metrics such as mean square error (MSE), coefficient of 

determination (R²) and mean absolute error (MAE) can be monitored and analyzed in real time to assess 

model performance. 
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a. Data monitoring 

− Data statistics tracking: monitor descriptive statistics of the data, such as mean, median, standard 

deviation to detect significant changes in the data distribution. 

− Anomaly detection: identify outlier points in the data that could impact model performance. 

− Data quality monitoring: monitor the presence of missing values, inconsistencies, and other quality 

issues in the data. 

b. Model monitoring 

− Model performance tracking: monitor mean squared error (MSE), coefficient of determination (R²), 

and other evaluation metrics on the test set and production data. 

− Prediction monitoring: monitor the model predictions and identify cases where predictions are 

aberrant or inaccurate. 

− Model stability tracking: monitor the evolution of model coefficients and identify signs of model 

degradation. 

 

3.4.  Enabling AI explainability in artificial intelligence 

Explainable artificial intelligence (XAI) [33], [34] investigates the explainability of machine 

learning models bridging the gap between complex model computations and human interpretability. 

Embedding an explainability component into the large-scale multi objective optimization problems (LMOPs) 

workflow brings substantial benefits that enhance the functionality and understanding of machine learning 

models. This addition enables a deeper grasp of the logic behind each prediction, facilitating more nuanced 

and informed decision-making processes. It helps in uncovering and addressing potential inaccuracies and 

biases within the model's outputs, thus enhancing the credibility and dependability of the results. Moreover, 

the provision of clear explanations allows for a better appreciation of the model's internal dynamics and the 

pivotal factors driving its predictions. Such transparency and insight significantly boost user trust in the 

model's outputs and foster greater acceptance and application of the model across various domains. 

Integrating the explainability module into the MLOps pipeline allows for automatic generation of 

explanations for each new prediction. Explanations are stored with predictions and other metrics, enabling 

further analysis. The choice of explanation method and visualization depends on specific needs and user 

preferences. It is crucial to ensure that explanations are clear, concise, and easy to understand. The use of 

interactive visualization tools can also make explanations more engaging and easier to explore. 

ML model explanations can be categorized into two main types: local explanations and global 

explanations [35], [36].  

a. Local explanations provide details about an individual prediction. Two commonly used techniques for 

providing local explanations are Shapley additive explanations (SHAP) and local interpretable model-

agnostic explanations (LIME) [37]. 

b. SHAP: SHAP calculates the importance of each feature (area and location) for a given price prediction. It 

then visualizes the impact of each feature on the predicted price using SHAP bar charts. 

c. LIME: LIME generates local explanations based on simple linear models for each prediction. It identifies 

the most important features for a given prediction and explains their contribution. 

d. Anchor explanation: Identifies the data examples closest to a given prediction and explains why they were 

predicted in the same way. 

e. Global explanations aim to explain the general functioning of the model and the factors most important to 

its predictions. Two techniques commonly used to provide global explanations are permutation 

importance and partial dependence plots. 

f. Permutation importance: Permutation importance measures the importance of each feature by perturbing 

its order and observing the impact on model performance. This helps identify which features have the 

greatest impact on overall model performance. 

g. Partial dependence plots: Partial dependence plots allow you to visualize the effect of a feature on price 

prediction while holding other features constant. They help to understand the interaction between 

different characteristics and their impact on price. 

The explainability module can be used in two distinct ways: as a separate component or integrated 

directly into the model. As a separate component, it acts as an independent tool for analyzing the predictions 

of an already trained model. This approach offers great flexibility, as the module can be used with different 

models without requiring major modifications. On the other hand, when the explainability module is 

integrated into the model during training, it can generate explanations directly from the model itself. This 

integration enables a deeper analysis of the decisions made by the model and a deeper understanding of its 

inner workings. 
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3.5.  Fine-tuning process within LLMops 

We then explore data capture and enrichment using descriptions associated with each record. We 

describe the process of fine-tuning [38], [39] ML models to incorporate this additional information into our 

dataset, in order to improve the accuracy of our prediction model. In the process of deploying a language 

model-based application as explained by the Figure 1, several key steps must be carefully orchestrated [40]. 

Firstly, selecting an appropriate base model [41] is a fundamental step. These base models, pretrained on 

large datasets, provide a solid foundation for a variety of subsequent tasks. Given the complexity and high 

cost of training such models from scratch, only a few institutions have the necessary resources to successfully 

undertake this challenging task. Secondly, once the base model is selected, a crucial step is to fine-tune it 

specifically for the envisioned downstream tasks. This fine-tuning allows customizing the model to meet the 

specific needs of the application in question. Once the fine-tuning is completed, it is imperative to conduct 

rigorous evaluation of the model to ensure its performance and reliability in real-world conditions. Finally, 

the last step of the process involves deploying and continuously monitoring the model in production. For this 

monitoring, specialized tools are emerging, such as WhyLabs or HumanLoop, allowing tracking and 

analyzing the model's behavior in an operational environment, thus ensuring optimal performance and 

proactive detection of potential degradation. 

 

 

 
 

Figure 1. Fine-tuning process within the LLM framework 

 

 

4. PROPOSED FRAMEWORK 

In this section, we describe the methodology that we have adopted to build a prediction model for a 

specific phenomenon: dynamic optimization of ML models via MLOps and LLMOps (integration of web 

scraping, fine-tuning, and data enrichment in a continuous monitoring context). The purpose is optimizing 

model prediction through a data enrichment step using LLMs and continuous monitoring. 

Based on a multi-step workflow that encompasses the following stages: 

a. Data acquisition: This stage involves collecting data from the target website. This can be done using 

techniques such as web scraping to extract relevant information from the website automatically. 

b. Data pre-processing: Once the data has been collected, it needs to be cleaned and prepared for analysis. 

This includes the removal of outliers, management of missing data, data normalization and other  

pre-processing techniques to ensure the quality of the data used in the model. 

c. Data exploration: This stage involves exploring and analyzing the data to understand its structure, trends 

and relationships. This may involve using exploratory data analysis techniques such as data visualization 

and statistical modeling to identify key patterns and insights. 

d. Model building: Once the data has been pre-processed and explored, a prediction model is built using 

appropriate ML techniques such as linear regression, decision trees, and neural networks. The choice of 

model will depend on the characteristics of the data and the type of analysis required. The choice of 

model will depend on the characteristics of the data and the prediction objective. 

e. Model evaluation: Once the model has been built, it is evaluated using appropriate performance measures 

such as mean square error (MSE) and coefficient of determination (R²). This allows us to determine the 

effectiveness of the model. This determines the model's efficiency and its ability to make accurate 

predictions. 

f. Deployment and monitoring: Finally, once the model has been evaluated and validated, it can be deployed 

in a production environment to make real-time predictions. It is also important to put in place continuous 

monitoring mechanisms to ensure that the model remains accurate and reliable under changing 

conditions. 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 1, February 2025: 1027-1037 

1032 

This Framework provides a structured and reproducible framework for the development and 

evaluation of ML models, guaranteeing the transparency and reliability of the results obtained. The diagram 

shown in Figure 2 represents a multi-stage workflow for the development and evaluation of a predictive ML 

model. In our approach, at the block level (data enrichment) the use of a LLM to exploit textual descriptions 

and enrich datasets can be seen as an adaptable solution for various application domains. This method makes 

it possible to take advantage of free descriptions in any domain to supplement dataset information. 

Consequently, whether in finance, healthcare, education or other sectors [42], this approach can be applied to 

improve the quality and diversity of available data. By integrating the advanced capabilities of language 

models, this method proves to be a flexible and adaptable solution to meet the specific requirements of 

different data analysis problems. 

 

 

 
 

Figure 2. Optimizing model prediction: a framework integrating LLM and ML models with real-time data 

processing 

 

 

5. CASE STUDY: IMPROVEMENT OF PRICE PREDICTION MODEL TROUGH LLM, LLMOps 

WITH REAL-TIME DATA PROCESSING 

As explained in the preceding paragraph, to enhance the predictions of the real estate price model 

[43], we adopted a multi-step approach detailed in the Figure 3. Firstly, we merged the information extracted 

by the LLMs model with the existing features, thus enriching the dataset with relevant textual data. Next, we 

trained a new price model using algorithms such as gradient boosting regressor or others, incorporating the 

enriched features. Finally, we evaluated the performance of the new price model and compared its results 

with those of the original model. This methodology allowed us to test the effectiveness of integrating textual 

data extracted by the LLMs model in enhancing the prediction performance of the real estate price model. 

Integrating an MLOps framework based on MLflow into a streaming data environment represents a 

significant advancement in managing the lifecycle of ML models. MLflow, an open-source platform 

dedicated to this task, offers a multitude of functionalities that can be tailored to meet the specific 

requirements of streaming data. By combining MLflow with streaming data tools such as Apache Kafka and 

Spark Streaming [44], it becomes possible to capture and process data in real-time [45] while maintaining 

complete traceability of the model lifecycle. This integration not only enables real-time monitoring and 

management of model performance but also facilitates continuous deployment and updates of models in 

streaming environments. Providing a comprehensive solution for managing ML models in a streaming 

environment, this approach contributes to increasing the efficiency and reliability of ML systems deployed in 

real-time scenarios. By using MLflow to manage model deployment and updates, we can quickly deploy new 

versions in response to changes in data or business requirements. MLflow pipelines can be configured to 
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automate the process of model deployment and rollback, ensuring agile and smooth updates in a continuous 

streaming data environment. 

 

 

 
 

Figure 3. Improvement of price prediction model trough LLM, LLMOps with real-time data processing 

 

 

We have placed a strong focus on data monitoring using great expectations and DataRobot, as well 

as model monitoring using Prometheus and Grafana. This comprehensive approach ensures not only the 

effective management of model lifecycle but also the continuous monitoring and optimization of both data 

and model performance in real-time scenarios. When predicting apartment real estate prices from 

continuously streaming data, using great expectations to monitor data quality can be particularly useful in 

ensuring reliable predictions. Indeed, great expectations offer the possibility of profiling data in real time, 

making it possible to identify and measure the essential characteristics of incoming data streams. By setting 

specific expectations on these data streams, such as the presence of key variables and acceptable value 

ranges, and regularly validating these expectations, this ensures that only high-quality data is used to drive 

predictive models. Furthermore, by triggering alerts in the event of deviations from these expectations, great 

expectations guarantee the reliability and consistency of the data used in property price prediction models, 

which is essential for accurate and reliable results in our field of application. 

To illustrate the practical utility of the explainability module, let's examine two potential use 

scenarios in the real estate domain: 

a. Local explanations for real estate agents: A real estate agent can leverage local explanations to understand 

the underlying reasons for a specific price prediction for a property. For example, if a property is 

predicted at a high price, the agent can use local explanations to identify key features that contributed to 

this estimate. This may include factors such as property size, location, and surrounding amenities. Such 

information can assist the agent in better advising clients and justifying proposed prices. 

b. Global explanations for investors: An investor seeking to acquire real estate in a specific region can use 

global explanations to gain insights into the most influential factors on property prices in that area. For 

example, by analyzing global explanations, an investor may discover that proximity to public 

transportation or the availability of quality schools are major determinants of prices in that region. This 

information can guide investment decisions by highlighting market trends and potential opportunities. 

By combining local and global explanations, stakeholders in the real estate sector can make more informed 

decisions, thereby maximizing their chances of success in a complex and dynamic market. 
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6. DISCUSSION 

After collecting the initial data from real estate listing websites through web scraping, we 

encountered the reality of raw, often incomplete data. To overcome this limitation and enhance the quality of 

our dataset, we embarked on the subsequent phase dedicated to extracting information from the textual 

descriptions associated with each listing shown in Figure 4. By using the GPT API, in simple terms, we were 

able to extract valuable details such as specific property features, available amenities, surrounding 

conveniences, and more. This approach to enrichment, based on NLP, significantly improved the quality and 

depth of our dataset. Consequently, it paved the way for more comprehensive analyses and more relevant 

results in the later stages of our research. Furthermore, to keep our dataset up to date, we implemented a 

continuous scraping process using Kafka and Spark Streaming, ensuring that our dataset consistently reflects 

the evolving real estate market. 

Subsequently, we opted for the use of the AutoML [46], [47] platform, a powerful tool that 

automates a significant portion of the machine learning model development process. Among the numerous 

available options such as Google AutoML, H2O.ai, Auto-sklearn, and TPOT [48], we chose auto-sklearn to 

address this regression problem. This platform optimizes model performance to meet our evaluation criteria. 

However, it is crucial to emphasize that despite the ease of use of AutoML [49], a fundamental understanding 

of machine learning [50] concepts remains indispensable for interpreting and fully leveraging the results 

produced by these tools. In our case, since stock price prediction is essentially a regression problem, we 

evaluate our models using metrics such as root mean squared error (RMSE), mean absolute percentage error 

% (MAPE), and the coefficient of determination (R2), precise measures of prediction accuracy. 

 

 

 
 

Figure 4. Dataset enrichment from comments using an LLM model 

 

 

The implementation of this use case within an MLOps framework has enabled us to continuously 

monitor the health of our captured data and the prediction quality of our machine learning model. To achieve 

this, we integrated several essential tools. Firstly, MLflow was used for tracking and tracing the training of 

our model, providing precise traceability of each iteration and its performance highlighted in Figure 5. In 

parallel, we established a continuous integration/continuous deployment (CI/CD) pipeline for the source 

code, ensuring smooth integration of updates and modifications into our production environment. 

Additionally, to proactively monitor the health of our system and detect potential issues, we deployed 

Prometheus and Grafana. These tools allow us to display and monitor essential metrics in real-time, while 

configuring alerts to instantly notify us of deviations or critical situations. Thus, this MLOps approach 

provides us with a robust framework to effectively manage our model development cycle, while ensuring the 

reliability and performance of our ML applications. 
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Figure 5. Experiment optimization and metric analysis with MLflow 

 

 

7. CONCLUSION 

In conclusion, the integration of MLOps into a continuous streaming data environment offers a 

comprehensive and agile approach for managing ML models. By monitoring model performance in real-time, 

quickly detecting anomalies, and enabling agile updates, MLOps allows organizations to maintain high-

quality models and make informed decisions in a dynamic and evolving environment. Throughout this 

article, we have explored the challenges of continuous streaming data and the solutions provided by our 

framework, which combines MLflow and other monitoring tools for ML model management in such 

environments. By integrating MLOps principles and model management tools into a data streaming 

workflow, organizations can maximize the value of their investments in ML and maintain operational agility 

in a constantly changing data landscape. Additionally, defining metrics and continuous monitoring are 

indispensable for transitioning from a traditional exploratory environment to a high-production environment. 

By establishing clear metrics, organizations can better understand model performance, set benchmarks, and 

ensure continuous improvement. Continuous monitoring ensures that any deviations from expected 

performance are quickly identified and addressed, maintaining the reliability and effectiveness of ML 

models. Combining real-time web scraping, Kafka, Spark Streaming, and MLOps integration, our 

methodology offers a comprehensive approach to optimizing the real estate price prediction process. We 

emphasize the importance of continuous monitoring and continuous improvement to maintain high-

performing ML models that are tailored to the changing requirements of the real estate market. 
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