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 This research introduces an innovative method for fracture classification 

using convolutional neural networks (CNN) for high-accuracy image 

classification. The study addresses the need to improve the subjectivity and 

limited accuracy of traditional methods. By harnessing the capability of 

CNNs to autonomously extract hierarchical features from medical images, 

this research surpasses the limitations of manual interpretation and existing 

automated systems. The goal is to create a robust CNN-based methodology 

for precise and reliable fracture classification, potentially revolutionizing 

current diagnostic practices. The dataset for this research is sourced from 

Kaggle's public medical image repository, ensuring a diverse range of 

fracture images. This study highlights CNNs' potential to significantly 

enhance diagnostic precision, leading to more effective treatments and 

improved patient care in orthopedics. The novelty lies in the unique 

application of CNN architecture for fracture classification, an area not 

extensively explored before. Testing results show a significant improvement 

in classification accuracy, with the proposed model achieving an accuracy 

rate of 0.9922 compared to ResNet50's 0.9844. The research suggests that 

adopting CNN-based systems in medical practice can enhance diagnostic 

accuracy, optimize treatment plans, and improve patient outcomes. 
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1. INTRODUCTION 

The technological landscape has witnessed unprecedented progress, with a significant focus on 

artificial intelligence (AI) as a transformative force in various industries [1]–[3]. One of the main driving 

factors behind this surge is the exponential growth in computing power, which has enabled the execution of 

complex AI algorithms at scale [4]. Integrating AI into everyday life is becoming increasingly widespread, 

with applications ranging from virtual assistants and recommendation systems to autonomous vehicles and 

advanced healthcare diagnostics. In the healthcare sector, AI has become a breakthrough. The ability of AI 

algorithms to process large amounts of medical data, from electronic health records to medical imaging, has 

paved the way for more accurate diagnostics and personalized treatment plans [5], [6]. Machine learning 

models can now predict disease, analyze genetic data, and assist doctors in making decisions, ultimately 

improving patient outcomes [7], [8]. In the healthcare sector, AI has become a breakthrough. The ability of 

AI algorithms to process large amounts of medical data, from electronic health records to medical imaging, 

has paved the way for more accurate diagnostics and personalized treatment plans. Machine learning models 

can now predict disease, analyze genetic data, and help doctors make decisions, ultimately improving patient 
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outcomes. At the forefront of AI, deep learning has sparked a revolution in machine learning methodologies 

[9]–[11]. This approach, inspired by the human brain's structure and function, involves using neural networks 

with many layers (deep neural networks). Deep learning excels at feature extraction and pattern recognition, 

allowing systems to automatically learn complex representations from data. This paradigm shift has resulted 

in breakthroughs in image and speech recognition and natural language processing and significantly 

enhanced the capabilities of AI systems. When analyzing disease using digital images, convolutional neural 

network (CNN) is currently highly recommended. Medical disease in fractures is closely related to digital 

images. There are many types of medical diseases, such as fractures, and CNN can take part in these fracture 

cases [12]–[14]. 

Fractures are a common injury and have significant implications for patient care and treatment 

planning [15]–[17]. Accurate fracture classification is important in guiding health professionals toward 

appropriate interventions. Traditionally, this classification process relies on manual interpretation of medical 

imaging, which can be time-consuming and subjective. In addition, existing automated methods often need help 

to achieve desired levels of accuracy, requiring more sophisticated approaches to improve diagnostic yield. In 

response to these challenges, the integration of AI and deep learning techniques, especially CNNs, has emerged 

as a promising solution to improve the accuracy of fracture classification from medical images [18], [19]. 

Conventional methods for fracture classification have limitations, including reliance on human 

expertise and potential interobserver variability. Manual interpretation is labor intensive and can lead to 

errors, impacting patient care. Automated systems, while offering a degree of efficiency, often face 

challenges in handling the complexity and variation inherent in medical images. As a result, there is an 

urgent need for advanced technologies capable of providing accurate, consistent, and rapid classification of 

fractures, thus laying the foundation for more effective treatment strategies [20]–[24]. 

The emergence of deep learning, and CNNs in particular, has revolutionized medical image 

analysis. CNNs excel at capturing hierarchical features from images, making them suitable for tasks such as 

image classification [25], [26]. In the context of fracture classification, using CNN architecture is promising 

to overcome the shortcomings of traditional methods. By automatically learning complex patterns and 

representations from medical images, CNNs have demonstrated superior performance in various medical 

fields, fostering optimism about their potential to improve fracture classification accuracy significantly. 

Previous research conducted by Tanzi et al. [15] with the title "X-Ray bone fracture classification 

using deep learning: a baseline for designing a reliable approach" this research analyzed various studies that 

discussed bone fracture classification using a deep learning approach. I examined the studies based on certain 

criteria, such as data quality, image processing methods, type of neural network, and the final results. The 

research results show that the most effective approach is to use pre-training with a larger dataset, perform 

pre-processing correctly, use data augmentation techniques wisely, and implement class activation mapping 

(CAM) to understand the focus of the neural network. However, this study needs to be stronger in that it also 

does not fully utilize visualization techniques such as Grad-CAM to understand the focus of neural networks, 

which can help validate bone fracture classification results. Lastly, this article also needs to provide more 

information about evaluation by specialists, which may affect the validity of the classification results. 

Meanwhile, the next research conducted by Yoon et al. [27] with the title "Automatic multi-class 

intertrochanteric femur fracture detection from CT images based on AO/OTA classification using faster  

R-CNN-BO method" study aims to develop a multi-class femur fracture detection model. -automatic class 

uses deep learning to classify fracture types and locations in a single flow. Based on the annotated expert 

data, the femur fracture image is transformed into three regions to train the data for the deep, faster R-CNN 

model. The proposed model performs better than previous studies when classifying and detecting region of 

interests (ROIs). This femur detection model can reduce differences in diagnosis due to the level of surgical 

experience and provide deeper insight when selecting or planning treatment of femur fractures. However, the 

accuracy of the proposed model needs to be improved when classifying femoral fractures into ten subgroups. 

The tendency for the number of false positives (FPs) to be higher than true positives (TPs) in the proposed 

model is in addition; this study also showed that the sensitivity and positive predictive value (PPV) for 

several classifications of femur fracture types tended to decrease as the number of classified classes 

increased. 

Based on previous literature studies and related research objects, the focus of this research proposal 

on CNN architecture is deliberate and strategic. CNNs are designed to mimic the human visual system [28], 

[29], utilizing convolutional layers to extract relevant features from input images. This architecture allows the 

model to distinguish complex patterns, textures, and spatial relationships important for accurate image 

classification. The incorporation of pooling layers and fully connected layers further enhances this process, 

making CNNs highly effective in handling medical imaging data. By adopting a CNN architecture, this study 

aims to harness the power of deep learning to achieve high accuracy in bone fracture classification, thereby 

overcoming the shortcomings of existing methods. 
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The emphasis on CNN architectures underscores the commitment to leverage state-of-the-art 

technologies to improve clinical outcomes with novel proposed CNN architectures [30], [31]. The main 

reason behind this research is to advance the field of fracture classification by introducing a state-of-the-art 

CNN-based approach. The ultimate goal is to develop a robust system that accurately categorizes fractures 

from medical images, ultimately facilitating timely and appropriate clinical decision-making. Through this 

research, we aim to contribute to the evolution of medical image analysis, paving the way for more efficient 

and accurate diagnostic processes in orthopedic practice. 

This research introduces a new paradigm and architecture as a novelty in the field of fracture 

classification by strategically exploiting the transformative potential of CNN architecture [32]–[34]. Its 

novelty lies in the deliberate and specialized application of CNNs to significantly improve image 

classification accuracy, specifically overcoming the challenges inherent to traditional methods. By utilizing 

the hierarchical feature extraction capabilities of CNN, this research aims to overcome the limitations of 

manual interpretation and the shortcomings of existing automatic systems. Unlike conventional approaches, 

the proposed methodology goes beyond automation, delving into deep learning to empower systems with the 

capacity to distinguish complex patterns and subtle nuances in medical images autonomously. This 

innovation represents a paradigm shift in fracture classification. It underscores a commitment to advancing 

the field through cutting-edge technology, paving the way for more precise diagnostic capabilities in 

orthopedic practice. 

 

 

2. METHOD  

This research was carried out with the main aim of analyzing and evaluating comparative model 

optimization techniques on CNN in the process of classifying bone fractures using X-ray CT scan data. This 

study is very important because the classification results of this data serve to obtain in-depth information 

regarding the comparative analysis of the various CNN model optimization techniques applied. The research 

process began by collecting X-ray CT scan data from various bone fracture cases. This data is then processed 

and used as input for the CNN model. The CNN model used has been specifically designed to detect and 

classify types of bone fractures based on patterns and features identified in CT scan images. The results of 

this study show that applying appropriate optimization techniques can significantly improve the performance 

of CNN models in classifying bone fractures. The comparative analysis performed provides valuable insight 

into the advantages and disadvantages of each optimization technique. Thus, this research not only 

contributes to the development of technology in the health sector, especially in image-based medical 

diagnosis, but also offers practical guidance for researchers and practitioners who wish to optimize their 

CNN models. 

 

2.1.  Data collection methods 

The data collection method used in research to obtain data and information is open-source data. We 

can explore these resources to create a research series with relevant data. The data was received from the 

Kaggle.com site. 

 

2.2.  Architecture CNN 

Convolutional neural networks (or CNNs) are a special type of multi-layer neural network or deep 

learning architecture inspired by the visual systems of living things. CNN are deep learning algorithms 

designed to process two-dimensional data [35]–[37]. CNNs are usually used to learn and detect features in an 

image. Figure 1 is a sample of the CNN architecture with a deep learning approach. In Figure 1 model 

optimization in CNN refers to refining and improving a CNN model's performance. Various parameters and 

configurations are adjusted to improve the network's ability to accurately understand and represent complex 

patterns in image data [38].  

Refinements are important for adapting existing CNN models to work well on a particular task or data 

set. Pretrained models provide a foundation for recognizing common features, while customization adapts the 

model to specific patterns and information relevant to a particular application. This process is important for 

achieving optimal performance in image classification, object detection, and segmentation tasks. These 

optimization techniques collectively contribute to CNNs' effectiveness and efficiency in various computer 

vision tasks. Researchers often consider combinations and variations of these techniques to find the optimal 

configuration for a particular application. Train a CNN using different optimization optimizers to compare with 

different batch sizes. The authors use popular deep learning frameworks like TensorFlow for this task. We 

present the CNN model optimization flowchart in Figure 2. The explanation of Figure 2 is as follows: 

− Start: Flowcharts usually start with the "Start" symbol. 
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− Data collection: Use rectangular boxes to represent the steps when you load your data set. Label it "Load 

Data." Figures 3(a) and 3(b) are samples of the data used in this research. 
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Figure 1. CNN algorithm architecture 

 

 

 
 

Figure 2. Model optimization flowchart 

 

 

 
(a) 

 
(b) 

 

Figure 3. Data sample (a) fracture and (b) not fracture 

 

 

Figure 3(a) Fracture: The image shows a wrist bone fracture marked by irregular lines or clear 

breaks, indicating damage from trauma or pressure. Figure 3(b) No fracture: The image displays an intact 

wrist bone with smooth lines and no signs of cracks or breaks, indicating a healthy condition. The main 

difference is that Figure 3(a) shows a fracture, while Figure 3(b) depicts an undamaged bone. 
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− Data preprocessing: add other rectangular boxes for data preprocessing steps, such as data normalization 

and augmentation, if applicable. Label it "data preprocessing." 

− Data augmentation: data augmentation is very important to prevent overfitting and improve the model's 

generalization ability. Common augmentation techniques include rotation, flipping, scaling, and shifting. 

Augmentation implementations are often applied to training datasets when using libraries such as 

TensorFlow or PyTorch. 

− Hyperparameter tuning: learning rate (η) controls the step size during optimization. Number of layers and 

convolutional filters architecture-related hyperparameters affect the network's depth and width. dropout 

rate is a regularization technique to prevent overfitting. Kernel size and stride: Parameters that determine 

the size of the convolutional kernel and its stride. Batch normalization can determine if and where a batch 

normalization layer is added. Activation function there are many options, such as ReLU, Sigmoid, or 

Tanh, for the activation function. Number of hidden units in dense layers architectural options for fully 

connected layers. 

− Optimizer setup: common optimizers include Adam: adaptive moment estimation, popular for its adaptive 

learning rate and momentum. RMSProp: root mean square propagation, similar to Adam but with 

different update rules. Learning rate schedule: Adjusting the learning rate during training (for example, 

reducing it over time) can improve convergence. Weight decay: L2 regularization is applied to weights 

during optimization. 

− Batch size: impact on training: larger batch sizes provide computational efficiency but may result in loss 

of generalization. Smaller batch sizes introduce more noise but can improve generalization. Selection: 

often depends on available computing resources and specific data set characteristics. 

− Performance analysis: training and validation loss curves: plotting loss over time helps assess 

convergence and identify overfitting. Accuracy metrics: check accuracy, precision, recall, and F1-score 

on training and validation sets. Confusion matrix: provides insight into model performance across classes. 

Visual inspection: analyze misclassified samples and understand model issues. 

− Refinement: Iterative process: hyperparameter refinements, architectural adjustments, and optimization 

choices may need to be iteratively refined. Regularization techniques: Apply dropout or batch 

normalization techniques to improve generalization. Early stop: training stops when the model's 

performance on the validation set no longer improves. 

− Define CNN architecture: create a rectangular box to define the CNN architecture, including the number 

of layers, filters, and activation functions. Label it "Define CNN architecture". Determine batch sizes: use 

a diamond shape (decision symbol) to indicate that you will make decisions based on different batch 

sizes. Label it "Select batch size". Batch size = 128: Add an arrow pointing to the rectangular box with 

"Batch size = 128." In this box, you can indicate that model training was done with a batch size of 128. 

Batch size = 256: Add an arrow pointing to another rectangular box with "Batch size = 256." In this box, 

you can indicate that model training has been done with a batch size 256. In Figures 4 and 5, the 

following is the standard ResNet50 model with the proposed model. 
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Figure 4. Standard ResNet50 model 
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Figure 5. Proposed ResNet model 

 

 

Train the model: i) Create a rectangular box to represent the model training steps; ii) Label it "Train 

model"; iii) This box shows the training process with epochs, loss, and accuracy; and iv) Use arrows to 

connect these boxes to the three batch size options, indicating that the model was trained with different sizes. 

− Model evaluation: Add a rectangular box labeled "model evaluation" to show how the model performance 

was evaluated using validation or test data. In the evaluation stage, the performance of all 2 classifiers in 

classifying the bone data set into "bone fracture" and "non-fracture" was assessed. This process involves 

the utilization of confusion matrices, ROC curves, and Eq. The ROC curve and confusion matrix are built 

using the false positive rate and true positive rate obtained from calculations with the confusion matrix. 

Performance is determined by the AUC of the ROC curve, as shown in Algorithms 1 and 2. The larger the 

area under the curve indicates better performance. 

 

Accuracy= 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝐹𝑁+𝑇𝑁
  (1) 

 

Precision= 
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (2) 

 

Recall= 
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

− Performance analysis: Create a rectangular box labeled "performance analysis." In this box, you can 

indicate that you analyzed and compared performance metrics, such as accuracy, for different batch sizes. 

Accuracy is a metric that measures how well a model predicts overall, expressed as the percentage of 

correct predictions (true positives and true negatives) compared to the total number of forecasts (true 

positives, false positives, false negatives, and true negatives). In contrast, precision measures the 

proportion of true positive predictions out of all positive predictions made by the model, indicating its 

"precision" or accuracy in classifying positive labels. Recall, also known as sensitivity, measures the 

proportion of all positive cases a model successfully detects, reflecting its ability to "recall" or "detect" 

positive cases. Decision: 

a. Use the decision symbol to determine whether more batch sizes must be evaluated. 

b. If yes, loop back to the "Select Batch Size" decision symbol. 

c. If not, continue to the next step. 

End: Add an "End" symbol to indicate the end of the flowchart. 

 

 

3. RESULTS AND DISCUSSION  

Based on the results of training, validation, and testing, various hyperparameters and architectures 

are used to see the results of bone image classification. The training process involves the use of a bone image 

dataset that is divided into three subsets: training data, validation data, and testing data. Each subset serves a 

different purpose, namely training the model, tuning hyperparameters, and evaluating the final performance 

of the model. During training, the CNN model is tested with various combinations of hyperparameters such 
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as batch size, number of epochs, learning rate, and network layer structure. The use of various CNN 

architectures, ranging from simple to complex, was also explored to determine their impact on bone image 

classification accuracy. 

 

3.1.  Result 

The model training results presented in this article include some important information that explains 

the performance of the optimized CNN model for fracture classification. It uses the CNN architecture for 

High accuracy image classification with ResNet50 Plus model as the proposed model and ResNet50 

Standard, as shown in Figure 5. The following is an explanation of the results for each epoch: 

The ResNet50 plus model is optimized to improve the accuracy of bone image classification, taking 

into account factors such as network depth, number of filters, and regulation techniques used during training. 

In the training process, the model is tested over multiple epochs, where each epoch involves complete 

iteration through the entire training dataset. Figure 5 displays a graph of the model's performance during 

training, showing important metrics such as accuracy and loss on training and validation data. At each epoch, 

the model's accuracy is measured to assess how well the model can recognize patterns in bone images. Loss, 

which indicates how well the model fits the training data, is also monitored to ensure the model is not 

overfitting or underfitting. 

The training process above, Figure 6 shows that after the 30th epoch, the training process was 

stopped because the loss value did not decrease for 5 consecutive epochs, which indicates that the model has 

reached convergence or is possibly too fit. Total training time is 30 minutes for ResNet50 plus (proposed 

method) and 25 minutes for ResNet50. This shows that the difference in training time is quite different. This 

will result in time inefficiencies in training, which is too time-consuming. 

 

 
Epoch 25 

Train_cost=0.0348 | Test_cost=0.0326 | Train_score=0.9899 

| Test_score=0.9950 | 

Train: 100% 
 33/33 [00:30<00:00, 2.44it/s] 

Test: 100% 
 4/4 [00:04<00:00, 1.13it/s] 
 

Epoch 26 

Train_cost=0.0326 | Test_cost=0.0465 | Train_score=0.9879 

| Test_score=0.9799 | 

==> EarlyStop patience=1 | Best test_score: 0.9950 

Train: 100% 
 33/33 [00:32<00:00, 1.80it/s] 

Test: 100% 
 4/4 [00:03<00:00, 1.63it/s] 
 

Epoch 27 

Train_cost=0.0417 | Test_cost=0.0196 | Train_score=0.9865 

| Test_score=0.9925 | 

==> EarlyStop patience=2 | Best test_score: 0.9950 

Train: 100% 

 33/33 [00:35<00:00, 2.03it/s] 

Test: 100% 
 4/4 [00:03<00:00, 1.39it/s] 
 

Epoch 28 

Train_cost=0.0340 | Test_cost=0.0199 | Train_score=0.9891 

| Test_score=0.9900 | 

==> EarlyStop patience=3 | Best test_score: 0.9950 

Train: 100% 

 33/33 [00:31<00:00, 2.35it/s] 
Test: 100% 

 4/4 [00:03<00:00, 1.09s/it] 
 

Epoch 29 

Train_cost=0.0325 | Test_cost=0.0197 | Train_score=0.9908 

| Test_score=0.9950 | 

==> EarlyStop patience=4 | Best test_score: 0.9950 

Train: 100% 

 33/33 [00:50<00:00, 1.54it/s] 
Test: 100% 

 4/4 [00:03<00:00, 1.04it/s] 
 

Epoch 30 

Train_cost=0.0183 | Test_cost=0.0165 | Train_score=0.9947 

| Test_score=0.9925 | 

==> EarlyStop patience=5 | Best test_score: 0.9950 

==> Execute Early Stopping at epoch: 30 | Best test_score: 

0.9950 

==> Best model is saved at model 

Epoch 25 

Train_cost=0.1060 | Test_cost=0.0541 | Train_score=0.9645 

| Test_score=0.9724 | 

==> EarlyStop patience=1 | Best test_score: 0.9875 

Train: 100% 

 33/33 [00:36<00:00, 2.63it/s] 
Test: 100% 

 4/4 [00:03<00:00, 1.26it/s] 
 

Epoch 26 

Train_cost = 0.0286 | Test_cost = 0.0313 | Train_score = 

0.9918 | Test_score = 0.9875 | 

==> EarlyStop patience = 2 | Best test_score: 0.9875 

Train: 100% 
 33/33 [00:31<00:00, 1.85it/s] 

Test: 100% 
 4/4 [00:04<00:00, 1.25it/s] 
 

Epoch 27 

Train_cost = 0.0246 | Test_cost = 0.0587 | Train_score = 

0.9918 | Test_score = 0.9875 | 

==> EarlyStop patience = 3 | Best test_score: 0.9875 

Train: 100% 

 33/33 [00:30<00:00, 1.72it/s] 
Test: 100% 

 4/4 [00:03<00:00, 1.24it/s] 
 

Epoch 28 

Train_cost = 0.1039 | Test_cost = 0.0333 | Train_score = 

0.9642 | Test_score = 0.9850 | 

==> EarlyStop patience = 4 | Best test_score: 0.9875 

Train: 100% 

 33/33 [00:30<00:00, 2.61it/s] 
Test: 100% 

 4/4 [00:03<00:00, 1.08s/it] 
 

Epoch 29 

Train_cost = 0.0230 | Test_cost = 0.0368 | Train_score = 

0.9942 | Test_score = 0.9875 | 

==> EarlyStop patience = 5 | Best test_score: 0.9875 

==> Execute Early Stopping at epoch: 29 | Best test_score: 

0.9875 

==> Best model is saved at model 

(a) (b) 

 

Figure 6. Training process comparison between (a) ResNet50 plus (proposed method)  

and (b) ResNet50 standard 
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Figure 6 is a graph that compares the performance of two algorithms, in Figure 6(a) ResNet50 plus 

(proposed method) and Figure 6(b) ResNet50, with 30 and 29 epochs, respectively. On the cost (loss) graph 

on a logarithmic scale, ResNet50 plus shows a decrease from around 1 (epoch 0) to around 0.02 (epoch 30) 

for training and testing data with early stop patience = 5, Best test score: 0.9950, Execute early stopping at 

epoch: 30, Best test score: 0.9950, with relatively small fluctuations. ResNet50 also shows a decrease in cost 

from around 1 to around 0.02 with early stop patience = 5, Best test score: 0.9875, Execute early stopping at 

epoch: 29, Best test score: 0.9875, but with larger fluctuations. On the score (accuracy) graph, ResNet50 plus 

improves from around 0.5 (epoch 0) to around 1 (epoch 30) for both training and test data, with smoother and 

more consistent lines. Meanwhile, ResNet50 increases from around 0.5 to 1 with larger fluctuations, 

especially in the early epoch. ResNet50 plus (proposed method) shows a more stable and consistent 

performance than ResNet50. Figures 7(a) and 7(b) shows the confusion matrix of the two architectures 

tested: ResNet50 plus (proposed method) and ResNet50 standard. 

 

 

  
(a) 

 

  
(b) 

 

Figure 7. Loss learning graph and score learning curve graph fracture image classification training process 

using architecture: (a) ResNet50 plus (proposed method) and (b) ResNet50 standard 

 

 

Figure 8 shows the confusion matrix for two algorithms, Figure 8(a) ResNet50 plus (proposed 

method) and Figure 8(b) standard ResNet50, which classify data into two categories: fractured and not 

fractured. In the proposed method, the algorithm correctly classifies 57 out of 57 fractured images (True 

Positive) and incorrectly classifies 1 not fractured image as fractured (False Positive), with 70 out of 71 not 

fractured images being correctly classified (True Negative). In contrast, the standard method correctly 

classifies 64 out of 64 fractured images (True Positive) and incorrectly classifies 2 not fractured images as 

fractured (False Positive), with 62 out of 64 not fractured images being correctly classified (True Negative). 

The proposed method shows higher accuracy with fewer misclassifications. 
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ResNet50 plus (proposed model): ResNet50 Standard: 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
57 + 70

57 + 70 + 1 + 0
=

127

128
≈ 0.9922 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =  
57

57 + 1
=

57

58
≈ 0.9828 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
57

57 + 0
=

57

57
≈ 1.0 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2. (0.9828 .1.0)

0.9828 .1.0
=

1.9656 

1.9828
≈ 0.9922 

𝐴𝑘𝑢𝑟𝑎𝑠𝑖 =  
64 + 62

64 + 62 + 2 + 0
=

126

128
≈ 0.9844 

𝑃𝑟𝑒𝑠𝑖𝑠𝑖 =  
64

64 + 2
=

64

68
≈ 0.9697 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
64

64 + 0
=

64

64
≈ 1.0 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2. (0.9697 .1.0)

0.9697 .1.0
=

1.9394

1.9697
≈ 0.9847 

 

In ResNet50 plus, of the 58 fractured cases, 57 were correctly classified (true positive), and 1 was 

incorrectly classified as fractured (false positive), while of the 70 not fractured cases, all were correctly 

classified (true negative). This algorithm produces an accuracy of 0.9922, precision of 0.9828, recall of 1.0, 

and F1-score of 0.9922. In ResNet50, of the 66 fractured cases, 64 were correctly classified (true positive), 

and 2 were incorrectly classified as fractured (false positive), while of the 62 not fractured cases, all were 

correctly classified (true negative). This algorithm produces an accuracy of 0.9844, precision of 0.9697, 

recall of 1.0, and F1-score of 0.9847. These results show that ResNet50 plus (proposed method) performs 

slightly better accuracy and F1-score than ResNet50. The classification results can be seen in the Figure 9. 

Figure 9(a) ResNet50 plus and Figure 9(b) ResNet50 Standard illustrate the classification results of image 

parameter predictions of fractured and non-fractured bones. The green marks at the bottom of the font are 

correct predictions; if they are red, they are incorrect or inaccurate. 

 

 

  
(a) (b) 

 

Figure 8. Confusion matrix (a) ResNet50 plus dan (b) ResNet50 standard 

 

 

 

  
(a) (b) 

 

Figure 9. Classification results (a) ResNet50 plus and (b) ResNet50 standard 
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3.2.  Discussion 

This study aims to compare two CNN architectural models for fracture classification with high 

accuracy. The two models tested are ResNet50 plus (proposed method) and ResNet50. In Table 1, the 

classification comparison results of the two CNN architectures are presented. The ResNet50 plus model was 

developed with several improvements and optimizations to improve performance in classifying bone fracture 

images. Meanwhile, the ResNet50 model is used as a baseline or standard model for evaluation. Both models 

were tested using the same dataset, and their performance was compared based on various metrics such as 

accuracy, precision, recall, and F1-score. 

The comparison results shown in Table 1 show the differences in performance between the two 

models. The ResNet50 plus model, which is the proposed method, shows significant improvement in terms of 

classification accuracy compared to the standard ResNet50 model. Additionally, improvements in other 

metrics such as precision, recall, and F1-score are also visible in the ResNet50 plus model. 

 

 

Table 1. Comparison results of the classification of two CNN architectures 
Optimize Batch size Optimization Epoch Precision Recall F1-score Accuracy 

ResNet50 plus (proposed model) 128 Adam 30 0.9828 1.0000 0.9922 0.9922 

ResNet50 64 RMSProp 29 0.9697 1.0000 0.9847 0.9844 

 

 

The research results show that ResNet50 Plus uses a batch size of 128, Adam optimizer, and is 

trained for 30 epochs. This model achieved a precision of 0.9828, a recall of 1.0000, an F1-score of 0.9922, 

and an accuracy of 0.9922. On the other hand, ResNet50 uses a batch size of 64, RMSProp optimizer, and is 

trained for 29 epochs. This model achieved a precision of 0.9697, a recall of 1.0000, an F1-score of 0.9847, 

and an accuracy of 0.9844. The results show that ResNet50 plus (proposed method) performs slightly better 

than ResNet50, with a higher precision value of 0.9828 compared to 0.9697 in ResNet50. Even though both 

models achieved a perfect recall value (1.0000), the F1-score and accuracy of ResNet50 Plus (0.9922) were 

also superior to ResNet50 (F1-score 0.9847 and accuracy 0.9844). 

The success of ResNet50 plus (proposed method) in achieving better results can be attributed to 

using larger batch sizes and the Adam optimizer, which is known to have better adaptive capabilities in 

updating parameters. This shows that selecting appropriate parameters and optimization methods can 

improve model performance in complex image classification tasks such as bone fracture identification. This 

study's results confirm that ResNet50 plus (proposed method) is more effective in performing bone fracture 

classification with high accuracy compared with ResNet50, so it can be a better choice for medical 

applications that require a high level of precision. 

 

 

4. CONCLUSION 

Based on the research results comparing two convolutional neural networks architecture models in 

bone fracture classification, it can be concluded that ResNet50 plus (proposed method) shows superior 

performance compared to ResNet50. ResNet50 Plus, which uses a batch size of 128 and the Adam optimizer 

for 30 epochs, achieves a precision of 0.9828, recall of 1.0000, F1-score of 0.9922, and accuracy of 0.9922. 

On the other hand, ResNet50, which uses a batch size of 64 and the RMSProp optimizer for 29 epochs, 

achieves a precision of 0.9697, recall of 1.0000, F1-score of 0.9847, and accuracy of 0.9844. The success of 

ResNet50 Plus in attaining better results can be attributed to using a larger batch size and the Adam 

optimizer, which has better adaptive capabilities in updating parameters. These results demonstrate that 

appropriate parameter selection and optimization methods can improve model performance in complex image 

classification tasks, such as bone fracture identification. Overall, this study confirms that ResNet50 plus 

(proposed method) is more effective in performing bone fracture classification with high accuracy than 

ResNet50. Thus, ResNet50 Plus can be a better choice for medical applications requiring high precision and 

accuracy. 
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