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 The information disseminated by online media is often presented in the form 

of images, in order to quickly captivate readers and increase audience 

ratings. However, these images can be manipulated for malicious purposes, 

such as influencing public opinion, undermining media credibility, 

disrupting democratic processes or creating conflict within society. Various 

approaches, whether relying on manually developed features or deep 

learning, have been devised to detect falsified images. However, they 

frequently prove less effective when confronted with widespread and 

multiple manipulations. To address this challenge, in our study, we have 

designed a model comprising a constrained convolution layer combined with 

an attention mechanism and a transfer learning ResNet50 network. These 

components are intended to automatically learn image manipulation features 

in the initial layer and extract spatial features, respectively. It makes possible 

to detect various falsifications with much more accuracy and precision. The 

proposed model has been trained and tested on real datasets sourced from 

the literature, which include MediaEval and Casia. The obtained results 

indicate that our proposal surpasses other models documented in the 

literature. Specifically, we achieve an accuracy of 87% and a precision of 

93% on the MediaEval dataset. In comparison, the performance of methods 

from the literature on the same dataset does not exceed 84% for accuracy 

and 90% for precision. 
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1. INTRODUCTION 

In an age of information technology advances and rapid development of social networks, 

information can be provided by the media in the form of images or video to quickly captivate readers and 

increase audience numbers. Visual content, which includes images or videos, is a dynamic means of 

expression that is more striking than simple text, stimulating the dissemination of information. Visual content 

is also frequently used as evidence, reinforcing the credibility of information. However, individuals or 

interest groups disseminate false visual content in order to increase the visibility and achieve their objective, 

which is to manipulate the opinion of a mass of people, destabilize a government, increase their financial 

https://creativecommons.org/licenses/by-sa/4.0/
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income or influence the results democratic process [1] These objectives have negative impacts, such as 

undermining the credibility of social media, weakening democratic processes and generating conflict 

between members of a society. 

Image falsification is a set of digital techniques designed to convey misleading information through 

modified images [2]. Copy and paste consists in replacing the content within a region of an image with 

content from another image [3]. Erase-fill or inpainting consists in filling a region of an image with a 

composition of elementary parts of the original image or another image [4]. Also, with the advent of modern 

artificial intelligence technology such as generative adversarial networks (GANs), images can be generated 

or falsified to resemble authentic images [5].  

Most research on fake news detection has predominantly concentrated on textual content, i.e., news 

that relies solely on text. In this context, Tokpa et al. [6] introduces a method that combines two neural 

network architectures, convolutional neural networks (CNNs) and bidirectional long short-term memory 

(BiLSTM), to improve fake news detection accuracy across various text-based datasets. Similarly, Ajao et al. 

[7] explores the use of a hybrid of CNNs and recurrent neural networks (RNNs) to identify and classify fake 

news messages on Twitter. Meanwhile, Popat et al. [8] present a neural network model that integrates signals 

from external evidence articles, considers the language used, and assesses the credibility of sources. Their 

model also generates useful features that provide clear explanations for users, ensuring transparency in the 

predictions. Finally, Rani et al. [9] propose a hybrid approach combining CNN and BiLSTM with global 

vectors for word representation (GloVe) embeddings to classify tweets as rumors or non-rumors. However, 

these studies overlook the issue of fake news involving falsified images [10]. Research in [11] indicates that 

news posts containing images receive more interaction compared to those with only text. As a result, there is 

growing interest in detecting falsified images on social media. 

The falsified image can be detected using manually developed feature-based approaches. It is 

assumed that manipulated or fake images exhibit visual and statistical distribution patterns distinct from those 

of genuine images. Jin et al. [12] propose several visual and statistical features to detect fake images which 

are visual clarity, consistency score, visual similarity distribution histogram, visual diversity, clustering 

score, number of images in a post, image size and image popularity. These features are used as inputs to 

classifiers algorithms such as decision trees, support vector machines (SVMs), logistic regression and other 

classifiers to classify an image as forged or not. For these types of methods, the robustness of the feature 

vectors obtained is not sufficient, as knowledge of the falsification traces in an image is lacking. As a result, 

it is difficult to use these features to detect false images with acceptable accuracy. 

Cao et al. [13] provides an in-depth analysis of visual content, highlighting fundamental concepts, 

important visual features, effective detection methods, and the challenges encountered in this field.  

Berthet [14] focuses on artificial intelligence-based compression tools to detect forged images. In study [15], 

principal component analysis (PCA) is used to detect manipulated artifacts in JPEG format images. 

Vijayalakshmi et al. [16] introduces an autoencoder-based method for identifying copy-paste forgeries in 

digital images. This approach includes image normalization, rescaling, and error level analysis (ELA) to 

enhance accuracy and reduce overfitting in the network model. To further improve performance, image 

augmentation is applied to increase the dataset size. Ultimately, the proposed autoencoder-based technique 

effectively classifies forged images. Study [17] addresses the detection of cut-paste manipulations in images 

using texture analysis of spliced images. Specifically, it extracts features based on the local entropy of the 

median filter residual (MFR) of the manipulated image, which helps reduce noise while preserving edges. 

These features are then used to create the ground truth mask. The goal of study [18] is to create a photo 

forensics algorithm capable of detecting all types of photo manipulation. To enhance the error level analysis, 

the study employs vertical and horizontal histograms of the ELA image to accurately identify the location of 

modifications. Through the previously cited works in this section, we observe that different types of 

residuals, such as MFR and ELA, are used. These methods achieve high accuracy for single manipulations 

but show lower accuracy for multiple manipulations. Consequently, their performance when applied to social 

media images is insufficient, as these images often undergo multiple manipulations [19]. 

In recent years, approaches based on deep neural networks, in particular convolution neural 

networks, have emerged [14]. Xue et al. [10] proposes a multimodal neural network composed of several 

modules, including semantic feature extraction and visual falsification. In the first module, features are 

extracted from the pre-trained ResNet50 neural network, and these features are passed on to the neural 

network (BiGRU) for semantic feature extraction. The features of the falsified image are obtained by 

applying ResNet50 to the ELA transformation of the image. In studies [20] and [21], to detect manipulations 

in images, the authors propose a deep learning model. Images generated by ELA are used as inputs for the 

neural network model EfficientNetB0. This model is trained and tested on MediaEval [22]. Singh and 

Sharma [20] achieve an accuracy of 79.47% on MediaEval and in [21] they achieve an accuracy of 81.07% 

on MediaEval. Some widely used manipulated images may have undergone several types of processing, thus 

increasing the difficulty of capturing manipulation traces. Indeed, convolutional neural networks such as 
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ResNet and EfficientNet have demonstrated some capability to detect various types of manipulations. 

However, they do so with less efficiency and are more effective at learning features that represent the content 

of the image rather than features that indicate the presence of manipulation. Their performance, which hovers 

around 80% accuracy, needs improvement. This is why we propose incorporating a constrained convolution 

layer to automatically learn prediction error filters in the initial layer. This approach enables the isolation of 

multiple falsification artifacts introduced into an image by eliminating irrelevant information, thereby 

effectively detecting multiple manipulations. The structure of this paper is as follows: Section 2 outlines the 

methodology employed and elucidates the proposed algorithms. Section 3 delineates the conducted 

experiments, provides analysis, and interprets the obtained results. Finally, the conclusion offers a summary 

of our study and outlines future directions. 

 

 

2. METHOD 

This section is subdivided into two subsections, the first of which is the problem formulation and 

features extraction methodology, followed by the experimentation method. 

 

2.1.  Problem formulation and features extraction methodology  

Falsified image detection can be modeled as a binary classification problem that indicates whether 

an image is genuine or falsified. Consider 𝐼 = {𝐼1, … , 𝐼𝑚} ⊂ ℝ𝐿x𝑙x𝑐 the input features, 𝑌 = {𝑦1, … , 𝑦𝑚} ⊂ ℝ 

the corresponding labels. The problem is to find a function ℱ that automatically learns to recognize the 

characteristics of an image 𝐼𝑖  and to predict its truthfulness, i.e. 

 

ℱ(𝐼𝑖) = {
0       𝑖𝑓 𝐼𝑖  𝑖𝑠 𝑓𝑎𝑙𝑠𝑖𝑓𝑖𝑒𝑑
 1         𝑖𝑓 𝐼𝑖  𝑖𝑠 𝑔𝑒𝑛𝑢𝑖𝑛𝑒

 (1) 

 

The feature extraction model consists of two modules as shown in Figure 1. One for the extraction of features 

from weathering traces and the second for the extraction of spatial features from the image. 

 

 

 
 

Figure 1. Falsification and spatial visual features extraction by Bayar_Att 

 

 

The feature extraction module for weathering traces as shown in Figure 2 is composed with the 

combination of constrained convolution proposed by Bayar and Stamm [23] and attention mechanism for 

relevant features extraction based on attention mechanism applied in [24]. It is made up of several neural 

network layers: a constrained convolution layer for extracting low-level tampering features, an attention 

module for extracting more important features, and a convolution layer followed by a pooling layer to 

improve the generalization capability of the proposed model. A Convolution layer is a set of filters or 

matrices applied by convolution operation on another matrix. Filters are feature extractors and the result of 

the convolution is called a feature map. Let 𝐼 be the input image of dimension 𝐿 × 𝑙 × 𝑐 where 𝐿 is the length 

of the image, 𝑙 the width and 𝑐 the number of channels. This image convolves with a filter 𝑓𝑖 of dimension 

𝑛 × 𝑛 × 𝑐 with a step of 1 produces the characteristic map 𝐶𝑖 = 𝑓𝑎𝑐𝑡(𝐼 ∗ 𝑓𝑖) + 𝑏 of dimension (𝐿 − 𝑛 + 1) 

× (𝑙 − 𝑛 + 1) where * is the convolution operation, 𝑓𝑎𝑐𝑡 an activation function and 𝑏 the bias. For 𝑘 filters 

applied on the image we obtain 𝑘 features maps at the output of the convolution layer i.e. the output of the 

convolution layer is of dimension (𝐿 − 𝑛 + 1) x (𝑙 − 𝑛 + 1) × 𝑘. In our proposal, in the Bayar constrained 
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convolution layer, we propose to use 7 filters of size 5 × 5 on an input of 150 × 150 × 3. This layer 

produces a feature vector 𝑓𝐵𝑎𝑦𝑎𝑟 .  

 

 

 
 

Figure 2. Weathering traces extraction module   

 

 

Inspired by the attention mechanism of study [25] which allows important features to be selected 

and adaptively, we add the attention mechanism module in Figure 2. This attention module is first made up of 

an average pooling (AP) layer with which we obtain the feature vector 𝑓𝐴𝑃 = 𝐴𝑃(𝑓𝐵𝑎𝑦𝑎𝑟). Secondly it is 

made up of a spatial feature extraction layer 𝑓𝐶𝑜𝑛𝑣𝐵 followed by an 𝐴𝑃 with which we obtain the feature 

vector 𝑓𝑠𝑝 = 𝐴𝑃(𝑓𝐶𝑜𝑛𝑣𝐵 ∘ 𝑓𝐵𝑎𝑦𝑎𝑟). A sum of 𝑓𝐴𝑃 and 𝑓𝑠𝑝 is produced in order to capture the two types of 

characteristics, then a 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑥) activation function is applied to the sum of 𝑓𝑠𝑝 and 𝑓𝐴𝑃 to allow the 

network to be more attentive to the most important regions. The obtained features are propagated on the 

Bayar layer in order to obtain the attention features k in (2).  

 

𝑓𝐴𝑡𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝐴𝑃 ⊕ 𝑓𝑠𝑝)⨂𝑓𝐵𝑎𝑦𝑎𝑟  (2) 

 

To enhance the model's ability to generalize and refine the feature selection, we employ a convolutional 

operation on the preceding layer. This operation utilizes 16 filters, each with a size of 3 × 3. Subsequently, 

we apply a global average pooling (GAP) layer. The resulting feature vector is denoted by (3): 

 

𝐹𝑀𝑎𝑛 = 𝐺𝐴𝑃(𝑐𝑜𝑛𝑣 ∘ 𝑓𝐴𝑡𝑡) (3) 

 

This module, responsible for extracting features from alteration traces, is detailed in Algorithm 2, which is 

called Algorithm 1. Algorithm 2 stands for artifact features extraction and Algorithm 1 is for the contained 

convolution layer. 

 

Algorithm 1. Constrained convolution layer 
Initialize randomly the weights 𝑤𝑘 

𝑖 =  1  
While (𝑖 ≤ max _𝑖𝑡 ){ 
       perform a feedforward pass 

       Update the filter weights using stochastic gradient  

       descent and backpropagate the errors 

       For each 𝑘 filters 

             Define 𝑤𝑘(0,0)(1) = 0 
             Normalize 𝑤𝑘 so that  

                 ∑ 𝑤𝑘(𝑙, 𝑚)(1) = 1𝑙,𝑚≠0  

             Define 𝑤𝑘(0,0)(1) = −1 
        End for 

        𝑖 =  𝑖 + 1  
       If the training accuracy converges, then Exit 

} 
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Algorithm 2. Artifact features 
Input: 𝐼 ∈ ℝ𝐿x𝑙x𝑐: an image  

Output: 𝐹𝑚𝑎𝑛 : Manipulation traces features  
Begin 

      Use Algorithm 1 to obtain 𝑓𝑏𝑎𝑦𝑎𝑟 

      Feature selection by attention mechanism  

      followed by Average Pooling: 𝑓𝐴𝑃 = 𝐴𝑃(𝑓𝑏𝑎𝑦𝑎𝑟)  

      Select by Convolution and by Average Pooling": 𝑓𝑠𝑝 = 𝐴𝑃(𝑓𝑐𝑜𝑛𝑣𝐵 ∘ 𝑓𝑏𝑎𝑦𝑎𝑟)  

      Element-wise summation: 𝑓𝑎𝑡𝑡 = 𝑓𝐴𝑃 ⊕ 𝑓𝑠𝑝  

      Normalization: 𝑓𝑎𝑡𝑡 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑓𝑎𝑡𝑡) 

      Diffusion on 𝑓𝑏𝑎𝑦𝑎𝑟: 𝑓𝑎𝑡𝑡 = 𝑓𝑎𝑡𝑡 ⊗ 𝑓𝑏𝑎𝑦𝑎𝑟  

      Refine the selection to obtain artifact features 𝐹𝑚𝑎𝑛 

         𝐹𝑚𝑎𝑛 = 𝐺𝐴𝑃(𝑐𝑜𝑛𝑣 ∘ 𝑓𝑎𝑡𝑡)  
End 

 

As for the spatial feature extraction as shown in Figure 1, the first layers learn low-level features 

such as edges, colors, and as the number of these layers increases, the feature learning becomes more 

accurate [26]. Setting up such a network is costly in terms of computing power and the size of the training 

data [27]. Another alternative is to apply transfer learning. Transfer learning is a machine learning technique 

that transfers knowledge acquired in one or more source tasks in order to use it to improve learning in a 

related target task [28]. Therefore, we use the pre-trained ResNet50 [27] model to obtain the spatial feature 

vector. The ResNet50 model is a CNN model composed of 50 layers. The architecture of the ResNet50 in 

Figure 3 model used is that of [27], except that we removed the last layer consisting of the average pooling 

(AP), the fully connected layer and the classification layer by the global average pooling (GAP) layer. This 

architecture is described as follows: 

 

 

 
 

Figure 3. Transfer learn ResNet50 architecture 

 

 

Let 𝐹𝑅𝑒𝑠𝑁𝑒𝑡50 = 𝑅𝑒𝑠𝑁𝑒𝑡50(𝐼) be the feature vector obtained after application of ResNet50. Before 

the last layer which is the classification layer, we first pool the previous characteristics 𝐹𝑀𝑎𝑛 and 𝐹𝑅𝑒𝑠𝑁𝑒𝑡50.  

Then a dense layer is added in order to learn the shared features. We finally obtain the following feature 

vector: 𝐹𝐼𝑚𝑎𝑔𝑒 = 𝜑(𝑤(𝐹𝑀𝑎𝑛 ⊕ 𝐹𝑅𝑒𝑠𝑁𝑒𝑡50)) where 𝜑 is the rectified linear unit (ReLU) activation function 

and 𝑤 the weights of the dense layer. As our problem is a binary classification, we use the sigmoid function 

for the distribution of predictions. At the output of our architecture, we obtain the prediction function (4): 

 

ℱ =  𝜎(𝐹𝐼𝑚𝑎𝑔𝑒) =
1

1+𝑒
𝐹𝐼𝑚𝑎𝑔𝑒

  (4) 

 

To allow our model to learn 𝐹𝐼𝑚𝑎𝑔𝑒 and allow it to improve in the prediction of ℱ, an error function 𝜉 is 

calculated and minimized according to parameters 𝜃. In this study, we adopt the cross-entropy-based error 

function. It is a function that measures the difference between the model's probability distribution and the 

predicted distribution. It is described as follows by (5): 

 

𝜉(ℱ; 𝜃) = −
1

𝑁
∑ [𝑦𝑖 log(ℱ(𝐼𝑖)) + (1 − 𝑦𝑖)log (1 − ℱ(𝐼𝑖))]𝑁

𝑖=1   (5) 

 

𝑦𝑖  𝜖 {0,1}, N the number of observations, 𝐼𝑖  the input characteristics of the 𝑖th image and 𝜃 the classification 

parameters. The parameters 𝜃 are optimized by minimization of the error function 𝜉 which gives by (6): 

 

�̂� = min
𝜃

𝜉(ℱ; 𝜃) (6) 
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2.2.  Experimentation method 

For implementing our models, we used an HP Core i7 computer with 16 GB of memory and a 64-bit 

operating system. We employed Python 3 and the following libraries: Pandas for transforming the dataset 

into a DataFrame, NumPy for matrix calculations, Matplotlib for data visualization, OpenCV for 

preprocessing raw images, and Keras with TensorFlow for designing and training deep learning models. 

Regarding the dataset, we used royalty-free datasets commonly used in the literature for evaluating 

image manipulation models. The first is MediaEval [22], a dataset collected from Twitter as part of the 

automatic detection of the manipulation and misuse of multimedia content on the web. These manipulations 

include assembling, deleting, adding, and out-of-context images. Each entry in this dataset is accompanied by 

textual content, an image or video, and social context information. The dimensions of this dataset range from 

100×100 pixels to 2709×3400 pixels. The second dataset is CASIA [29], which contains 7,491 genuine 

images and 5,123 tampered images. The falsified images in this dataset are real images manipulated first by 

preprocessing techniques such as cropping, distortion, and rotation, then by stitching operations and post-

processing operations like blurring on edges or altered regions. Image dimensions in this dataset range from 

320×240 pixels to 800×600 pixels. 

In the data preprocessing, we reduced RGB images to 150×150 pixels. The OpenCV, Pillow, and 

NumPy libraries were used to read and digitize the images. We also removed duplicate images. All images 

were resized to a width of 150 pixels and a height of 150 pixels. The experiment was conducted by randomly 

dividing the datasets with 80% allocated for training data and 20% for test data. The training data were used 

for hyperparameter search and model selection. Performance-optimizing hyperparameters, such as the 

number and size of filters in convolution layers, dropout rate, batch size, and stride in pooling layers, were 

obtained using GridSearch from the Keras library on training data from [23]. We varied the batch size in the 

set {5, 15, 30, 32, 40, 50}, the number of filters in the set {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 16, 32}, the filter size in 

the set {3, 5, 7}, the dropout rate in the set {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9}, the pooling size in the 

set {2, 3, 4, 5}, and the pooling step in the set {1, 2, 3}. The training process was stopped when the loss 

function converged, and the Adam optimizer was used. The parameters obtained were: a batch size of 32, a 

constrained convolution layer with 7 filters of size 5, pooling of size 3 with a step size of 2, and a second 

convolution layer with 16 filters of size 3. The final results were obtained by selecting the model that gave 

the best AUC in cross-validation with 5 folds. 

To conduct a comparative evaluation of the performance of our proposed model, named 

BayarResnet, which utilizes a constrained convolution layer along with an attention mechanism and a 

transfer learning ResNet50 network, two additional models were trained and tested on the previously 

mentioned datasets, using the same parameters established during the data preprocessing step. The first is the 

SinghZamil model, as outlined in references [21], [22], which integrates ELA with the pre-trained 

EfficientB0 model to identify manipulated images. The second is BayarEff, which refers to the Bayar 

EfficientNet model, likely integrating the methodologies or enhancements proposed by Bayar and Stamm 

[23] within the EfficientNet architecture. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Results  

The results show that the proposed BayarResnet method is better than the others in terms of 

accuracy, precision, recall and specificity on both cassia and Medieval dataset in Tables 1 and 2. On the 

MediaEval dataset, the BayarResnet proposal gives better results for accuracy, precision, recall and F1-score 

and even on specificity. SingZamil model outperforms BayarResnet only on specificity when using CASIA 

Dataset. 

 

 

Table 1. Performance of various approaches using MediaEval dataset 
Models Accuracy Precision Recall Specificity F1-score 

SingZamil 0.716 0.702 0.722 0.71 0.712 

BayarEff 0.851 0.903 0.777 0.921 0.835 

BayarResnet 0.878 0.9354 0.805 0.947 0.865 

 

 

Table 2. Performance of various approaches using CASIA dataset 
Models Accuracy Precision Recall Specificity F1-score 

SingZamil 0.665 0.607 0.494 0.781 0.545 

BayarEff 0.684 0.604 0.65 0.708 0.626 
BayarResnet 0.705 0.623 0.696 0.711 0.657 
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The MediaEval dataset is trained with a proportion of 80% of the data over 30 epochs. Already at 

the 10th epoch during training, the BayarResnet and BayarEff models achieve over 90% higher accuracy than 

the other models. The training and validation accuracies of the BayarResnet and BayarEff models are better 

and increase with each epoch. But finally, BayarResnet perfoms well than BayarEff. This situation is 

illustrated by Figure 4.  

 

 

 
 

Figure 4. Training and validation accuracy 

 

 

Concerning the loss values in Figure 5, overlearning is observed for the Bayar model from the 10 th 

epoch and for the SinghZamil model from the 5th epoch. In addition, the validation and training loss values 

of the other two models (BayerResnet, BayaEff) decrease progressively towards zero and stabilize from the 

15th epoch. The smallest loss values are observed with the BayarResnet proposal. 

 

 

 
 

Figure 5. Loss curve during training and validation 

 

 

Figure 6 displays the ROC curve achieved on the MediEVal dataset, while Figure 7 depicts the curve 

for the CASIA dataset. The BayarResnet model exhibits the highest area under the curve, approximately 87% 

on the MediEVal dataset and 70% on the CASIA dataset. In contrast, the SinghZamil model has the lowest 

respective areas under the curve, approximately 71% for MediEVal and 63% for CASIA. 
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Figure 6. ROC curve on MediEVAL Figure 7. ROC curve on CASIA 

 

 

3.2.  Discussion  

In this study, we conducted experiments to compare the performance of our proposed approach, 

based on the BayarResnet model, with recent approaches from the existing literature, such as BayarEfficient 

[23] and SinghZamil [21], [22]. As indicated in the results section in Tables 1 and 2, our proposed 

BayarResnet model demonstrated strong performance across two distinct datasets (MedIEVAl and CASIA). 

We achieved higher accuracy and precision on both datasets compared to the alternative proposals. Thus, we 

can assert that our approach is well-suited for detecting forged images and exhibits greater potential for 

generalization. Analyzing the loss curve in Figure 5, we noted a consistent decrease in loss with the 

BayarResnet model, indicating its robust learning capacity when compared to BayarEfficient [23] and 

SinghZamil [21], [22]. Moreover, the loss curve of BayarResnet displayed stability with fewer fluctuations, 

suggesting an optimal learning rate. Conversely, the loss curve of the Bayar model, lacking the constrained 

layer found in BayarResnet, exhibited higher fluctuations in Figure 5. This suggests that the addition of the 

constrained layer in our proposal enhances its efficiency in identifying falsification artifacts. Upon examining 

the receiver operating characteristic (ROC) curve on the MediEVAL dataset in Figure 6 and the CASIA 

dataset in Figure 7, it became apparent that the area under the ROC curve of BayarResnet surpassed that of 

Bayar, BayarEfficient [23] and SinghZamil [21], [22]. This implies that BayarResnet yields fewer false 

positives compared to the other models. This improvement is predominantly attributed to the inclusion of the 

constraining layer and attention mechanism for detecting image falsification features. 

 

 

4. CONCLUSION 

To tackle the challenge of designing and training a deep neural network capable of autonomously 

learning features from various manipulations while minimizing false alarms, the BayarResnet model was 

introduced. This model integrates both noise residual features and global image features to identify falsified 

images. Its residue extraction module includes a convolutional constrained layer paired with an attention 

mechanism, enabling autonomous learning of falsification patterns. Meanwhile, the feature extraction module 

focuses on capturing spatial features across the entire image, utilizing convolutional neural network 

ResNet50 to effectively extract global features. The proposed model is evaluated through training and testing 

on two established datasets, demonstrating superior performance compared to recent models in the literature. 

Future research directions may explore new possibilities by incorporating multimodal information, such as 

text, video, and imagery, into fake news vectors, and investigating the adaptability of the proposed model in 

such scenarios. 
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