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 This paper examines various machine learning methods for assessing risk 

factors for cardiovascular diseases. To build predictive models, two 

approaches were used: the extreme gradient boosting (XGBoost) algorithm 

and a convolutional neural network (CNN). The focus is on analyzing the 

performance of each model in classification and regression tasks, as well as 

their ability to identify key biomarkers and risk factors such as cholesterol, 

ferritin, homocysteine and aspartate aminotransferase (AST) levels. 

XGBoost parameters have been optimized for working with tabular data, 

demonstrating high accuracy in risk prediction. The CNN model, despite the 

initial reduction in error on the training set, showed signs of overfitting when 

analyzing validation data. Performance evaluation using the metrics of mean 

squared error (MSE), coefficient of determination (R²), Akaike information 

criterion (AIC), and Bayesian information criterion (BIC) revealed 

significant differences between the models. The study results confirm the 

effectiveness of XGBoost in analyzing tabular data and summarizing risk 

factor knowledge, while the CNN model needs further optimization to 

handle sparse data. The work demonstrates the importance of choosing the 

right model architecture and training parameters to ensure reliable diagnosis 

of cardiovascular diseases. 
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1. INTRODUCTION 

In the modern world, cardiovascular diseases (CVD) [1]–[3] remain the leading cause of death and 

disability among the population throughout the world, which emphasizes the need to develop more effective 

methods for their prevention and treatment [4]–[6]. Expanding the capabilities of medical diagnostics and 

prognosis through the introduction of machine learning technologies [7]–[10] opens up new prospects for 

early diagnosis and assessment of CVD risk [11]. The main objective of this article is to analyze various risk 

factors for heart disease using machine learning techniques, which can help in developing predictive models 
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to estimate the likelihood of developing CVD in individual patients. Such models are particularly valuable in 

clinical practice because they help optimize prevention and intervention strategies aimed at reducing the risk 

of developing diseases. 

Machine learning methods, including both classic algorithms such as logistic regression [12]–[14] 

and random forests [15]–[17] and more modern approaches such as deep learning, offer significant 

advantages for processing and analyzing large volumes of medical data. In [18]–[20], these methods are 

capable of identifying non-obvious relationships and patterns in data that may not be available with 

traditional statistical approaches. However, despite promising results, the application of machine learning in 

medicine faces several challenges. These include issues of model interpretability, ensuring sufficient 

accuracy and reliability of predictions, and the need to adapt models to clinical needs. The article discusses 

these and other problems and also suggests possible solutions to them. 

From a data point of view, the use of a wide range of clinical, laboratory, and demographic 

indicators allows for the creation of increasingly accurate and tailored risk models. Along with traditional 

risk factors such as age, gender, medical history, cholesterol levels, and blood pressure, more specific 

biomarkers and genetic data are also included in the analysis, helping to improve the predictive power of the 

models. In their work, Yilmaz and Yağin [21] consider the problem of diagnosing heart diseases using 

machine learning methods. They note that cardiovascular disease remains a significant challenge to 

healthcare systems around the world. In this regard, they conducted a study in which they compared the 

performance of three different models: random forest (RF), logistic regression (LR), and support vector 

machine (SVM) for classifying coronary heart diseases. Bhatt et al. [22] discusses the importance of 

diagnosing and prognosticating cardiovascular diseases to ensure correct classification and appropriate 

treatment for patients. The authors propose the use of the k-mode clustering method with Huang's initial 

approximation to improve classification accuracy using machine learning. Using models such as RF, decision 

tree (DT), multilayer perceptron (MP), and extreme gradient boosting (XGBoost) on a real Kaggle dataset, 

we achieved high accuracy rates exceeding 87%, and the best performance was demonstrated by Multilayer 

perceptron with cross-validation, achieving an accuracy of 87.28%. 

This study [23] focuses on the development of a wearable biomedical prototype for predicting the 

presence of cardiovascular diseases. The results of this study will be especially important in countries where 

the doctor-to-patient ratio is extremely low, as wearable technology can be used to monitor patient 

parameters anywhere, not limited to the hospital environment. The goal is to predict the possibility of 

cardiovascular disease using machine learning algorithms based on the analysis of electrocardiograms. The 

proposed prototype with the random forest algorithm showed a prediction efficiency of 88%, which confirms 

its potential as an aid for older people. Li et al. [24] proposes an efficient and accurate system for diagnosing 

heart diseases based on machine learning techniques. The work uses various classification algorithms such as 

support vector machine, logistic regression, artificial neural networks, nearest neighbors, naive Bayes 

classifier, and decision tree, as well as feature selection algorithms to improve the classification accuracy and 

reduce the execution time of the system. A new feature selection algorithm based on fast conditional mutual 

information (FCMIM) has been proposed and shown to be effective when combined with a support vector 

machine classifier to create a high-level intelligent system for heart disease identification. Experimental 

results confirm that the proposed diagnostic system achieves good accuracy compared with previously 

proposed methods and can be easily implemented in healthcare to identify heart diseases. Ansari et al. [25] 

addresses the growing problem of heart disease, which is becoming one of the deadliest diseases nowadays. 

Researchers describe the need to develop early diagnosis of heart disease with greater accuracy, given that 

about 12 million people die from it every year. The paper applies various machine learning algorithms and 

proposes a modified algorithm using logistic regression with principal component analysis to predict heart 

disease with greater accuracy based on various characteristic features such as age, blood pressure, chest pain, 

blood cholesterol, and others. 

In summary, this review highlights the importance of integrating machine learning techniques into 

cardiology practice and represents a contribution to the development of personalized medicine capable of 

providing accurate and timely solutions for cardiac health management. In our scientific work, we differ from 

other studies in that we place special emphasis on analyzing the relationships between biochemical 

parameters and their impact on health. We consider a wide range of factors, including age, cholesterol, 

ferritin, aspartate aminotransferase (AST), homocysteine, and a target variable that reflects the presence or 

absence of cardiovascular disease risk. This multi-pronged approach allows deeper correlations between 

these indicators to be identified and explored, providing a unique opportunity to understand and predict 

potential risks. Our focus on exploring these connections in detail makes our work especially useful for 

shaping prevention and treatment strategies. 
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2. METHOD 

This study examined two different approaches to building and training predictive models: one based 

on the XGBoost algorithm and the other using a convolutional neural network (CNN) on the TensorFlow 

platform. The main goal was to compare their performance on classification and regression problems  

using data imported from Excel files. The following parameters were set for the XGBoost model. 

′𝑟𝑒𝑔: 𝑠𝑞𝑢𝑎𝑟𝑒𝑑 𝑒𝑟𝑟𝑜𝑟′ was chosen as the loss function to minimize the squared error in regression problems. 

The proportion of features randomly selected for each tree (𝑐𝑜𝑙𝑠𝑎𝑚𝑝𝑙𝑒_𝑏𝑦𝑡𝑟𝑒𝑒) was set to 0.3, which helps 

reduce overfitting and improve the generalization ability of the model. The learning rate was set to 0.1, 

ensuring smooth and controlled learning. The depth of each tree (𝑚𝑎𝑥_𝑑𝑒𝑝𝑡ℎ) was limited to five levels to 

control model complexity, and the number of trees (𝑛_𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑜𝑟𝑠) was set to 100 to achieve sufficient depth 

of data analysis. During the training process, both training and validation data sets were used, which made it 

possible to track overfitting using the root mean square error (RMSE) metric as shown in Figure 1. 

 

 

 
 

Figure 1. XGBoost model architecture 

 

 

The parameters of the CNN model were chosen as follows. The architecture included convolutional 

layers, subsampling layers (MaxPooling), flatten layer (Flatten), and fully connected layers (Dense), which 

are the standard choice for processing images or structured data. ReLU was used as an activation function on 

the convolutional and fully connected layers to prevent shallow gradients and improve the learning process, 

and a sigmoid function was used on the output layer, suitable for binary classification problems. Adam was 

chosen as the optimizer due to its effectiveness in adjusting the learning rate based on the first and second 

moments of gradients. Ten epochs with validation data were used to train the model, which made it possible 

to track overtraining and evaluate the progress of the model as shown in Figure 2. 

 

 

 
 

Figure 2. Vanilla CNN model architecture 
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The performance evaluation process for both models used MSE and R² metrics to analyze prediction 

accuracy and model fit to the data. In addition, the AIC and BIC metrics were used to compare the quality of 

models taking into account their complexity. The use of a variety of metrics allowed for an in-depth 

assessment of model performance, which made it possible to identify areas for further optimization and select 

parameters that are most suitable for solving research problems. This approach provided a more complete 

understanding of the effectiveness of the models and their applicability to specific problems, facilitating the 

development of methodology and improving research results. 

 

 

3. RESULTS AND DISCUSSION  

In this work, we used a dataset that contains 10,000 records, divided into six columns. The data 

represents various biomarkers and demographic information that can be used to analyze risk factors for heart 

disease. The first column indicates the patient's gender, with indicators 1 for men and 2 for women. The 

second column includes information about the patient's age in years. Cholesterol data presented in the third 

column indicates the level of this indicator in the blood, measured in mmol/l. The fourth column contains 

data on the level of ferritin in the blood, measured in ng/ml. This indicator serves as a marker of 

inflammation and is potentially associated with the risks of cardiovascular disease. The fifth column includes 

the blood level of aspartate aminotransferase (AST), measured in U/L, which is an enzyme involved in amino 

acid metabolism. The last column contains information about the level of homocysteine in the blood, 

measured in µmol/l. Homocysteine is an amino acid associated with the risk of cardiovascular disease. This 

dataset may be particularly useful for building and testing machine learning models that predict heart disease 

risk based on biomarkers and demographic characteristics. By analyzing these parameters, algorithms can be 

developed that can identify patients at increased risk at an early stage. This will allow us to focus our efforts 

on preventing diseases and improving the overall health of the population. 

To establish predictive models of cardiovascular disease, it is critical to determine threshold values 

for key biomarkers. The following threshold levels were used in this work: ferritin above 100 ng/ml, 

homocysteine above 15 µmol/l, AST (aspartate aminotransferase) above 50 U/l, cholesterol above 8 mmol/l 

and glucose above 7 mmol/l. These thresholds were established based on literature and clinical guidelines 

that correlate with an increased risk of cardiovascular disease. Exceeding these thresholds allows patients to 

be classified according to their risk of developing cardiovascular disease using a binary system. “0” indicates 

normal (low risk) and “1” indicates risk (high risk). This approach not only simplifies the data analysis 

process but also increases its visibility and practical applicability in clinical settings. Data binarization allows 

the use of various statistical and machine methods to identify the most significant risk factors and forecasting 

models. This may include logistic regression, decision trees, and ensemble methods that provide not only 

classification accuracy but also the ability to interpret models in terms of the contribution of each biomarker 

to disease risk. Adjusting thresholds based on analysis of real patient data helps refine prediction models, 

making them more sensitive to early signs of pathology. This is especially important in personalized 

medicine, where individual patient characteristics may influence risks and require adjustments to standard 

thresholds. Thus, the application of established thresholds in machine learning models is a key step towards 

more accurate and personalized diagnosis of cardiovascular diseases. 

Correlation analysis in Figure 3 is a fundamental statistical tool that allows one to examine the 

extent and nature of relationships between various variables. In the study of risk factors for cardiovascular 

diseases, special attention is paid to the analysis of connections between biochemical parameters and their 

impact on health status. This analysis examines age, cholesterol, ferritin, AST, homocysteine, and a target 

variable that reflects the presence or absence of cardiovascular disease risk. 

The significant positive correlation between homocysteine and the target variable (0.48) indicates a 

possible direct effect of homocysteine levels on the risk of cardiovascular disease. High levels of this amino 

acid are associated with damage to the vascular wall and may contribute to the development of 

atherosclerosis. The positive correlation between ACT and the target variable (0.41) is also significant. AST 

is an enzyme found inside cells, but elevated levels in the blood can indicate cell death, indicating possible 

damage to the heart muscle or liver. Moderate correlations between ferritin and the target variable (0.15) and 

between cholesterol and the target variable (0.13) suggest that these biomarkers may be associated with the 

risk of developing cardiovascular diseases. However, high ferritin levels, although associated with risk, are 

not an independent predictor and likely reflect a general inflammatory state of the body. The cholesterol 

correlation highlights its impact on the cardiovascular system, but the relatively low coefficient indicates the 

importance of not only total cholesterol levels but also the ratio of its fractions. 

The correlation between age and the target variable (0.11) was found to be low, which may be due to 

the variety of biological and social factors influencing the health of individuals. The low to moderate 

correlations between ferritin and AST (0.16) and between ferritin and cholesterol (0.20) demonstrate the 

complexity of the interactions in the biological pathways involved in the development of cardiovascular 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 6734-6742 

6738 

disease. Correlation analysis allows us to identify potential biomarkers for further study and use in clinical 

practice. However, it is worth remembering that correlation does not mean causation. Additional research is 

needed to establish this, including prospective studies and clinical trials. Overall, this analysis contributes to a 

better understanding of disease mechanisms and can be used to develop personalized strategies for the 

prevention and treatment of cardiovascular diseases. Figure 4 shows the dynamics of changes in the RMSE 

of the XGBoost model during training by epoch for the training (solid line) and testing (dashed line) samples. 

RMSE is a key indicator that characterizes the average deviation of predicted values from actual values. The 

observed decrease in RMSE during training indicates an improvement in model quality. 

 

 

 
 

Figure 3. Correlation analysis of biochemical parameters 

 

 

 
 

Figure 4. Dynamics of changes in the RMSE of the XGBoost model dynamics of changes in the RMSE of the 

XGBoost model 

 

 

The learning curve plot shows a gradual and consistent decrease in RMSE on both the training and 

test sets, indicating good learning and generalization ability of the model. In the initial stages, the decrease in 

RMSE occurs quickly as the model actively adapts to the structure of the data. Subsequently, the curves 

gradually converge, indicating the stabilization of the learning process and the achievement of an optimal 

balance between bias and dispersion. Model performance metrics highlight its accuracy and predictive 

power. The mean square error (MSE) value is 0.0107, which indicates that the model is highly accurate as 
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MSE measures the mean square error of the predictions relative to the actual values. A low MSE value means 

that the deviations of the predictions from the actual data are minimal. The coefficient of determination (R²) 

is 0.865, which indicates that the model effectively describes the dependence of the data and has high 

predictive power. The mean absolute error (MAE) is 0.0474, reflecting the average absolute value of the 

errors between the predicted and actual values. A low MAE value emphasizes that the model makes 

predictions with minimal deviations. 

The Akaike information criterion (AIC) is 2.7625 and the Bayesian information criterion (BIC) is 

36.347. These evaluation criteria take into account not only the quality of the fit but also the number of 

parameters in the model to prevent unnecessary complexity. Low AIC and BIC values indicate that the model 

achieves a good balance between accuracy and complexity. The training results of the XGBoost model indicate 

its high efficiency and ability to adequately predict, confirmed by a decrease in RMSE, high R² values, and low 

error rates. This makes XGBoost a powerful tool for solving regression problems, especially in the context of 

large and complex data. Such a model can be applied in various application areas where reliable forecasting of 

numerical variables is required, including finance, economics, and natural sciences. Figure 5 illustrates the 

dynamics of the loss (loss) of the convolutional neural network model (vanilla CNN) during training by epoch 

for the training (solid line) and validation (dashed line) samples. The training graph shows how the loss function 

decreases for the training set and stabilizes at a certain level for the validation set. 

 

 

 
 

Figure 5. Dynamics of loss (loss) of a convolutional neural network model (vanilla CNN) 

 

 

The learning curve graph starts with a high level of loss, which decreases quickly, especially in the 

initial stages of learning. This indicates that the model is effective at extracting features from the data and 

adapting to the task. However, after an initial period of decline, the validation loss curve exhibits volatility 

and does not decrease further, indicating the possible onset of overfitting. At the same time, the losses on the 

training set continue to decrease, while the losses on the validation set stabilize and even increase slightly. 

This highlights the performance gap between training and validation data. The mean square error (MSE) is 

0.45, which is higher than expected for a well-performing regression model. This indicates significant 

deviations in forecasts from actual values, indicating problems with model accuracy. The coefficient of 

determination (R²) is -0.875, which is a negative value. This is unusual because it indicates that the model 

performs worse than the baseline model which simply predicts the mean of the dependent variable. This 

result may be due to problems in the model architecture or data quality. The AIC is 1562.0 and BIC is 

2342.65. Although these metrics are less common in evaluating machine learning models, they provide 

information about the relationship between the number of model parameters and its ability to adequately 

describe the data. High AIC and BIC values in this case confirm the presence of overfitting problems or 

suboptimal model specification. Training vanilla CNN showed that, despite the initial reduction in the loss 

function on the training set, the model faces difficulties in generalizing the results to new data. A negative R² 

value and a high level of loss on the validation set indicate problems in the architecture or model training 

process that require revision and optimization. It is recommended to conduct additional data analysis, revise 

the network architecture, increase the amount of training data, or use regularization methods to prevent 

overfitting. This approach will help improve the generalization ability of the model and its performance on 

new data. 
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When comparing the performance of the models, several key differences can be identified. The 

XGBoost model has a mean square error (MSE) of 0.0107, indicating a very small prediction error. The 

coefficient of determination (R²) is 0.865, indicating that the model fit the data well, explaining 86.5% of the 

variance in the target variable. The AIC and BIC of this model are significantly lower compared to vanilla 

CNN, indicating a good trade-off between model complexity and goodness of fit. On the other hand, the 

vanilla CNN model performs significantly worse. The mean square error (MSE) is 0.45, which is much 

higher compared to XGBoost, indicating less accurate predictions. The coefficient of determination (R²) is -

0.875, reflecting an extremely poor result. This means that the model is not able to accurately predict and 

does not even reach the level of a basic mean prediction model. The AIC and BIC information criteria are 

also much higher, indicating overfitting or inadequate specification of the model. As a result, XGBoost 

demonstrates significantly better performance across all key metrics. Due to its high accuracy and 

generalization ability, this model outperforms vanilla CNN, which suffers from overfitting and an inability to 

adequately generalize data, which is reflected in high validation loss and negative R² value. 

 

 

4. CONCLUSION 

In conclusion, research on cardiovascular disease risk factor assessment using machine learning 

techniques is important in selecting the right algorithms and parameters to ensure accurate prediction. A 

comparison of the XGBoost and CNN models revealed clear advantages of XGBoost when working with 

tabular data such as biomarkers and demographic characteristics. This model has demonstrated high 

predictive accuracy due to its ability to efficiently model complex nonlinear relationships and its robustness 

to sparse data. On the other hand, the CNN model, despite its potential advantages in analyzing spatially 

correlated data, showed signs of overfitting and underperformance in biomarker classification tasks. This 

indicates the need for further optimization of the architecture and training algorithm, as well as the use of 

regularization methods and increasing the size of the training set. 

The use of MSE metrics, coefficient of determination (R²), AIC, and BIC provided in-depth analysis 

and comparison of models, revealing their strengths and weaknesses. The XGBoost approach has 

demonstrated robust prediction ability by effectively balancing bias and variance, while the CNN model 

requires adjustment and parameter optimization. These findings highlight the importance of proper choice of 

model architecture and training parameters in cardiovascular risk prediction tasks. In the future, research 

should continue in the direction of personalized medicine, optimizing models for identifying risk factors and 

developing strategies for early diagnosis and prevention of cardiovascular diseases. 
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