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 Digital fund transactions involve the electronic transfer of funds between 

parties through digital channels such as online banking platforms, mobile 

applications, and electronic payment systems. However, the rapid 
advancement of digital transactions has also directed cybercriminals to 

exploit vulnerabilities, engaging in money laundering and other illegal 

activities, resulting in substantial financial losses. The improve accuracy of 

cybercriminal detection by lesser time consumption, a novel technique called 
quadratic multivariate linear regressive distributed proximity feature 

engineering (QMLRDPFE) is developed. The proposed QMLRDPFE 

technique comprises two primary steps namely data preprocessing and 

feature engineering. Analyzed results prove that the QMLRDPFE technique 
outperforms existing methods in attaining superior accuracy and precision. 

Furthermore, QMLRDPFE method shows effective in reducing time 

utilization and space complexity for fraudulent transaction detection 

compared to existing approaches. Results to provide effective in reducing 
time utilization and space complexity for fraudulent transaction detection 

than the conventional methods. 
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1. INTRODUCTION 

Digital payment schemes are further popular due to the increasing usage of smartphones, magnetize 

attention of fraudsters. A fraud detection framework based on XGBoost with random under-sampling 

(RUS+XGBoost) was developed by Hajek et al. [1] with the aim of improving fraud detection systems 

during mobile payment transactions. The hybridization of competitive swarm optimization as well as deep 

convolutional neural network (CSO-DCNN) was developed by Karthikeyan et al. [2] to enhance accuracy of 

fraudulent transaction detection. A Bayesian optimization method was developed by Hashemi et al. [3] for 

credit card fraud recognition with weight-tuning hyperparameters to mention the problem of unbalanced data 

while consuming lesser memory and time. Exploratory analysis and machine learning (ML) methods were 

designed by Moreira et al. [4] for predicting fraud within the banking system.  

Random forest (RF) model was presented in [5] to classify online credit card transactions as 

fraudulent. A genetic algorithm (GA)-based feature selection technique incorporated by ML methods was 

designed [6] with the aim of credit card fraud detection. A logistic regression method was designed [7] to 

forecast transaction flagged as not during mobile cash transmits. A personalized alarm method was 
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introduced in [8] to distinguish frauds within online fund transfers by utilizing sequence pattern mining based 

on users' normal transaction log files. Statistical and machine learning models were introduced in [9] for 

payment card fraud detection. Hybrid method combining bagging and boosting ensemble classifiers was 

developed in [10] for credit card fraud recognition, resulting in higher accuracy.  

For detecting internet financial deception, Intelligent and dispersed big data method was developed 

in [11]. An unsupervised ML method was designed by Hanae [12] for detecting transactional fraud through 

behavioral analysis. Back propagation neural network (BPNN) model was designed Xiong et al. [13] for 

internet financial fraud identification. XGBoost and light gradient boosting machine (LGBM) methods were 

developed by Hsin et al. [14] to achieve improved fraud recognition out comes through eliminating noisy 

features and addressing data imbalance problem. An intelligent sampling and self-supervised learning 

method was developed by Chen et al. [15] to accurately identify credit card transactions by extracting spatial 

and temporal features.  

For enhancing accuracy of fraud detection by balancing the majority and minority classes, dual 

autoencoders generative adversarial network was developed in study [16]. Hybridization of bio-inspired 

optimization method as well as support vector machine (SVM) was developed in [17] to enhance accuracy of 

credit card transaction detection. A neural network-based feature extraction method was designed in [18] that 

learns feature for fraud classification task. Spatio-temporal attention graph neural network (STAGN) was 

introduced in [19]. Credit card deception recognition method was introduced in [20]. A deep convolutional 

neural network (CNN) model was designed in [21] to perceive anomalies as of usual patterns created through 

competitive swarm optimization. Leveraging ML as well as big data analytics was performed in [22]. In 

study [23], big data-driven banking operations were introduced into accessibility of additional data improved 

difficulty of service administration as well as producing fierce competition, and so on. telecommunication 

network fraud depend on big data for killing pigs and plates was examined in [24]. In study [25], specifics 

and patterns of cybercrime were designed to examine the international community and a number of states in 

combating cybercrime in the field of payment processing. 

The main contribution of this proposed QMLRDPFE method is follow as: 

− To improve accuracy of cybercrime detection in digital fund transactions with big data, quadratic 

multivariate linear regressive distributed proximity feature engineering (QMLRDPFE) method is 

developed depend on preprocessing as well as feature engineering. 

− To minimize time for fraudulent activities detection, QMLRDPFE method performs data preprocessing. 

The quadratic multivariate linear regression is applied for determining the missing data. The Ziggurat 

synthetic sampling method to solve the data imbalance.  

− The QMLRDPFE technique utilizes Sokal–Michener’s distributed proximity feature engineering for 

minimizing dimensionality of database by selecting significant features.  

− Finally, experimental assessment is conducted to calculate performance of QMLRDPFE method in 

comparison to conventional methods. 

The problem statement of our work is provided as: With advancements in machine learning, 

different algorithms have been enhanced to conclude whether transactions in digital systems are fraudulent or 

not. Convenience also brings an increased risk of cybercrime, as fraudsters exploit vulnerabilities in digital 

systems. The model lacks in providing improved accuracy in big data applications for fraud detection 

systems. The method of CSO-DCNN is failed to utilize preprocessing techniques to mention problem of 

uneven or unbalanced information. To overcome these issues, our proposed QMLRDPFE technique is 

improving the accuracy of cybercriminal detection with lesser time consumption in digital fund transactions 

with big data. 

Manuscript is structured to five parts as pursue: Section 2 appraisal literature review. QMLRDPFE 

method is explained in section 3. Section 4 provides experimental setup and gives explanation of database. 

Comparative analyses of dissimilar parameters are given in section 5. Lastly, section 6 provides a conclusion. 

 

 

2. METHOD 

Fraud detection and prevention in fund transactions are crucial aspects of the modern financial 

system, as they help avert monetary losses as well as sustain customer trust. Therefore, financial schemes are 

dependable for guarantying the safety and security of their customers' funds. An efficient system is required 

for preventing fraud detection during digital fund transactions. In this section, a novel technique called 

QMLRDPFE is introduced for accurate fraud detection in digital fund transactions with minimal time 

consumption. Figure 1 illustrates structural design diagram of QMLRDPFE technique for accurate detection 

of fraudulent transactions or cybercrimes. Effective fraudulent transaction detection techniques include data 

acquisition, preprocessing, and feature engineering. 
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Figure 1. Architecture of proposed QMLRDPFE technique 

 

 

2.1.  Data acquisition 

It involves gathering relevant transaction information from different resources such as transaction 

logs, user profiles, or network traffic. This process utilizes the financial payment system dataset, which 

includes several log files totaling 594,643 records. Features namely age, customer information, transaction 

amount, source of transaction, target, types of transaction and labels are employed for data analysis. 

Depending on analysis, fraudulent activity or normal activities are identified. 

 

2.2.  Data preprocessing  

It is vital part in data analysis which includes cleaning, transforming, organizing raw information to 

appropriate format for ensuing study and modeling. Initially, large numbers of transaction information are 

gathered as of datasets. However, this raw information frequently includes missing values, inconsistencies, 

and imbalances. To handle these issues, the proposed QMLRDPFE performs data preprocessing, which 

includes two main tasks such as handling missing data and addressing data imbalance problems. 

 

2.2.1. Quadratic multivariate linear regression  

Missing data refers to dearth of values in a particular column of the dataset. These missing data 

significantly impact the analyses of accurate fraudulent transactions defection. Therefore, handling missing 

data is important to ensure accurate and reliable outcomes as of big data analysis. The proposed QMLRDPFE 

technique utilizes the quadratic multivariate linear regression for handling missing data in a given dataset. 

Quadratic multivariate linear regression is the ML method employed to predict missing values based 

on multiple available data. Multivariate data indicates multiple available data in the dataset used for finding 

the missing values. Let us assume input dataset ‘𝐷𝑠’as well as formulated in matrix, 

 

𝐼𝑀 =

[
 
 
 
 

𝑎1 𝑎2 … 𝑎𝑚

𝐷𝑃11 𝐷𝑃12 … 𝐷𝑃1𝑛

𝐷𝑃21 𝐷𝑃22 … 𝐷𝑃2𝑛

⋮ ⋮ …  ⋮
𝐷𝑃𝑚1 𝐷𝑃𝑚2 … 𝐷𝑃𝑚𝑛]

 
 
 
 

 (1) 

 

where, 𝐼𝑀 indicates an input data matrix, each column indicates a number of features 𝑎1, 𝑎2, 𝑎3, … 𝑎𝑚, each 

row indicates a number of data samples or instances 𝐷𝑃1, 𝐷𝑃2, 𝐷𝑃3, …𝐷𝑃𝑛 respectively. Quadratic linear 

regression is used to measure the relationship between the independent variables i.e. data samples 𝐷𝑃𝑛 is 

modeled as (2), 
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𝑄 = 𝛿0 + 𝛿1𝐷𝑃1 + 𝛿2𝐷𝑃2
2 + ⋯𝛿𝑛𝐷𝑃𝑛

𝑛 + 𝜖 (2) 

 

where, 𝑄 denotes an output of quadratic linear regression, 𝐷𝑃1, 𝐷𝑃2, 𝐷𝑃3, …𝐷𝑃𝑛 denotes a number of data 

samples or instances, 𝛿0, 𝛿1, 𝛿3, … 𝛿𝑛 denotes a coefficients of the quadratic regression equation, 𝜖 indicates 

the error term which minimizes the sum of squared variation among examined 𝑄𝑎 as well as forecasted 

values 𝑄𝑝.  

 

𝜖 = 𝑎𝑟𝑔𝑚𝑖𝑛 (𝑄𝑎 − 𝑄𝑝)
2
 (3) 

 

The quadratic function involves finding the values of the coefficients that minimize i.e. 𝑎𝑟𝑔𝑚𝑖𝑛 the least 

absolute deviation between the observed 𝑄𝑎 and predicted values 𝑄𝑝. In this way, these proposed an 

imputation technique effectively handles all missing values in the given dataset. 

 

2.2.2. Adaptive Ziggurat synthetic sampling for handle imbalance data 

Data imbalance is addressed where allocation of classes in database not even. In dataset, one or 

more classes have significantly fewer instances than others. This imbalance poses challenges for ML 

methods as become biased toward mainstream class, out come at deprived results on minority class. To solve 

this issue, adaptive Ziggurat synthetic sampling technique is employed in the proposed QMLRDPFE to 

generate synthetic data for minority class, aiming to balance class allocation in dataset. This process is 

particularly useful for improving the accuracy of fault detection in digital fund transactions. 

Imbalanced data is handled by applying adaptive Ziggurat synthetic sampling for generating number 

of information samples at minority class. Initially, define target amount of synthetic data samples needs to be 

generated for the minority class as (4). 

 

𝑆 =  𝑀𝑥𝐶𝐷𝑃 − 𝑀𝑛𝐶𝐷𝑃 (4) 

 

where, 𝑆 denotes target amount of synthetic information samples needs to create, 𝑀𝑥𝐶𝐷𝑃 indicates a majority 

counts of data samples, represents a minority counts of data samples in the dataset.  

After finding the counts to generate synthetic data samples, the sampling process is executed. 

adaptive Ziggurat synthetic sampling is a method used for generating data samples from a Gaussian 

probability distribution of the other data samples in the dataset. It is an efficient method compared to other 

methods. First, consider the random numbers ‘𝑅’ from 0 to 1 i.e. [0, 1] since Ziggurat synthetic sampling 

utilizes the Gaussian probability distribution. 

 

𝑅 = {𝑅1, 𝑅2, 𝑅3, … 𝑅𝑖}  (5) 

 

Secondly, initialize the 𝑘 number of layers in the Gaussian probability distribution as shown in Figure 2.  

Figure 2 illustrates the layer segmentation in Gaussian distribution where 𝑘 indicates a number of layers and 

red point indicates a boundary of the layer 𝑏1, 𝑏2, 𝑏3 respectively. For each random number, then compute the 

following function 𝑄, 

 

𝑄 = 𝑅𝐽 ∗  𝐵𝐾  (6) 

 

where, 𝑅𝑗 denotes a random number, 𝑏𝑘  indicates a boundary of the layer. After that, the probability density 

function is computed with ‘0’ mean and deviation ‘1’. 

 

𝑓(𝑥) =
1

√2𝜋𝜎2
𝑒𝑥𝑝 [

(𝑄−𝜇)2

2𝜎2 ] (7) 

 

By applying ‘0’ mean (𝜇) and deviation (𝜎) ‘1’, the above equation becomes written as (8), 

 

𝑓(𝑥) =  𝑒𝑥𝑝 [
(𝑄)2

2
] (8) 

 

The process then verifies that the computed ‘𝑄’ falls within the specified range the 𝑓(𝑥). Then the 

value of 𝑄 is selected as a synthetic data sample. Otherwise, it rejects the generated samples and repeats the 

above process until the target amount of synthetic information samples is reached. Like this, data imbalance 

problems are handled in the proposed techniques. 
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Figure 2. Layers of Gaussian distribution 

 

 

Algorithm 1 given clearly describes data preprocessing to reduce time utilization of financial fraud 

prediction during the digital fund transaction. Initially, a number of data samples are gathered as of dataset. 

Next, missing values are recognized by applying quadratic linear regression. Once missing values are filled, 

the issue of data imbalance is addressed. Firstly, the target number of synthetic data samples is determined. 

Then, random numbers are generated. Subsequently, it multiplied through a predefined boundary. Following 

this; the probability density function is estimated with zero mean and one standard deviation. Each estimated 

data point is validated against the probability density function. If its value is lesser than that of the probability 

density function, it is selected as a synthetic data sample. Otherwise, the data sample is rejected. This process 

continues until the target number of synthetic data samples is reached. 

 

Algorithm 1. Data pre-processing 

Input: Dataset ‘𝐷𝑠’, features 𝑎1, 𝑎2, 𝑎3, … 𝑎𝑚, data samples or instances  𝐷𝑃1, 𝐷𝑃2,𝐷𝑃3, …𝐷𝑃𝑛 

Output: Pre-processed dataset    

 Begin 

1. For each dataset ‘𝐷𝑠’ with features ‘𝑎’ 
2.     Formulate input vector matrix ‘𝐼𝑀’ using (1) 
3.     If missing value in dataset then 

4.        Apply quadratic linear regression using (2) 

5.         Fill the value to the respective missing column 

6.    End if 

7.    Find number of target data samples needs to be generated using (3)  

8.     Define the random numbers using (5) 

9.   Define the numbers layers ‘𝑘’ and boundary ‘𝑏’ using  
10.      Measure the product of the random numbers and boundary using (6) 

11.         compute the probability density function with zero mean and deviation using (8)  

12.  if ( 𝑄 < 𝑓(𝑥)) then  
13.          Selected as a synthetic data samples  

14.      else  

15:         Reject the data samples 

16.    end if 

17.        Go to step 8   

18.     Obtain the number of synthetic data samples  

19. Return (balanced dataset)   

20.  End for  

 End  

 

2.3.  Sokal–Michener’s distributed proximity feature engineering 

With the balanced data set, the feature engineering process is executed for dimensionality reduction. 

Dimensionality reduction is a technique to minimize the number of features within a big dataset. Big datasets 

include a more number of features which causes increased computational complexity and challenges in 

achieving accurate classification. To mention this issue, the Sokal–Michener’s distributed proximity feature 

engineering method is developed in QMLRDPFE for dimensionality reduction by selecting the most 

significant features. Through the identification of significant features, this approach enhances the accuracy of 

cybercrime detection, specifically in classifying the fraudulent activities within digital fund transactions. 

Figure 3 flow process of the Sokal–Michener’s distributed proximity feature engineering for 

accurate fraudulent activities detection. Let us consider the number of features 𝑎1, 𝑎2, 𝑎3, … 𝑎𝑚 distributed in 

the given dataset. Proximity refers to the degree of closeness or similarity between two features in a database. 

Afterward using Sokal–Michener’s for determining similarity between features. 

 

𝐹𝑃 = 𝑆𝑀 (𝑎𝑖, 𝑎𝑗) (9) 

 

where, 𝐹𝑃 denotes a feature proximity, 𝑆𝑀 (𝑎𝑖, 𝑎𝑗) indicates a Sokal–Michener’s similarity. It is measured  

as (10), 
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𝑆𝑀 (𝑎𝑖, 𝑎𝑗) =  1 −
|𝑎𝑖 ∆ 𝑎𝑗|  

𝑚
 (10) 

 

where, 𝑆𝑀 indicates a Sokal–Michener’s similarity, 𝑎𝑖∆𝑎𝑗 denotes a difference between the two features, 𝑚 

denotes a total number of features. The Sokal–Michener’s similarity provides the outcomes ranges from 0 to 1. 

 

𝑌 =  {
𝑆𝐹, 𝑆𝑀 (𝑎𝑖, 𝑎𝑗) > 𝑇

𝐼𝐹, 𝑆𝑀 (𝑎𝑖, 𝑎𝑗) < 𝑇
 (11) 

 

where 𝑌 denotes an output function, 𝑇 indicates a threshold for similarity coefficient 𝑆𝑀(𝑎𝑖, 𝑎𝑗) results. If 

the coefficient 𝑆𝑀(𝑎𝑖, 𝑎𝑗) exceeds the threshold, the feature is termed as significant feature (𝑆𝐹). Otherwise, 

it is termed as insignificant feature (𝐼𝐹). Finally, the significant features are selected for accurate fraudulent 

transaction detection and other features are removed from the dataset. The algorithm for Sokal–Michener’s 

distributed proximity feature engineering is given. 

 

 

 
 

Figure 3. Flow process of Sokal-Michener’s distributed proximity feature engineering 

 

 

Algorithm 2 describes the process of significant feature selection using Sokal–Michener’s 

distributed proximity feature engineering technique for improving fraudulent transaction detection while 

reducing time utilization. The preprocessed dataset comprises several features used as the input. 

Subsequently, feature proximity is computed between the features based on Sokal–Michener’s similarity 

measure. This similarity measure distinguishes the significant and insignificant features by setting the 

threshold within the dataset. Finally, important features are chosen to improve accuracy of fraudulent 

detection in digital fund transactions. 

 

Algorithm 2. Sokal–Michener’s distributed proximity feature engineering 

Input: Preprocessed datasets ‘𝐷𝑠’, features 𝑎1, 𝑎2, 𝑎3, … 𝑎𝑚,  

data samples or instances  𝐷𝑃1, 𝐷𝑃2, 𝐷𝑃3, …𝐷𝑃𝑛 

Output: Select relevant features 

 Begin 

1: Collect the preprocessed dataset as input  

2.      For each feature ‘ 𝑎𝑖’ 

3.             Measure the proximity using (9)  

4.             Measure the Sokal–Michener’s similarity ‘𝑆𝑀 (𝑎𝑖 , 𝑎𝑗)’ 

5.        if (𝑆𝑀 (𝑎𝑖 , 𝑎𝑗) > 𝑇) then  
6.             Features are identified as significant  

7.        else 

8.             Features are identified as insignificant 

9.        End if 

10.            Select the significant features and remove other features 

11.     end for 

 End 

 

 

3. EXPERIMENTAL SCENARIO  

Experimental assessment of QMLRDPFE technique and existing XGBoost-based fraud detection 

framework [1] and CSO+DCNN [2] are executed by Python coding. To carry out experiment, financial 

payment system dataset is collected as of Kaggle dataset [26]. Major objective of this database is employed 
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to identify fraudulent transactions and normal payments. This dataset includes a several log files that include 

594,643 records. Dataset includes 10 features such as step, customer, age, gender, zipcodeOri, and so on. In 

order to conduct the experiment, the number of data samples is considered in the ranges from 10,000 to 

100,000. 

 

3.1.  Implementation details 

In this study, we developed a novel technique called quadratic multivariate linear regressive 

distributed proximity feature engineering (QMLRDPFE) is developed to enhance the accuracy of 

cybercriminal detection with minimum time consumption. 

− The QMLRDPFE method comprises two primary steps namely data preprocessing and feature 

engineering. 

− We compared our QMLRDPFE technique compared to existing XGBoost-based fraud detection 

framework [1] and CSO+DCNN [2] using financial payment system dataset to validate the results. 

− The database contains payments from different customers made at dissimilar time periods as well as 

through diverse amounts. Main aim of this database is used to detect the fraudulent transactions and 

normal payments 

− Initially the preprocessing is carried out, involving two key processes namely handling missing data and 

balancing the dataset. The missing information depends on multiple available data as well as imputed 

information is to reduce least absolute deviation. 

− After that the feature engineering technique, selecting the most relevant features. During the identification 

of significant features, specifically in classifying the fraudulent activities within digital fund transactions 

in this dataset. 

 

 

4. PERFORMANCE COMPARISION ANALYSIS  

In this section, performance of the proposed QMLRDPFE technique and existing RUS+XGBoost 

[1] and CSO+DCNN [2] are assessed with various metrics, including accuracy, precision, execution time and 

space complexity. 

− Detection accuracy: It is defined to ratio of accurately detecting fraudulent transactions and normal 

transactions as of total number of data. It is computed as (12), 

 

𝐷𝐴𝑐𝑐 = (
 𝑇𝑝𝑠+𝑇𝑛𝑔

𝑇𝑝𝑠+𝑇𝑛𝑔+𝐹𝑝𝑠+𝐹𝑛𝑔
) ∗ 100 (12) 

 

where, 𝐷𝐴𝑐𝑐 indicates a detection accuracy, 𝑇𝑝𝑠 indicates true positive, 𝑇𝑛𝑔 symbolize true negative, 

𝐹𝑝𝑠 denotes false positive, and 𝐹𝑛𝑔 indicates false negative. It is calculated in percentage (%).  

− Precision: It is defined as ratio of detecting fraudulent transactions and normal transactions. It is 

computed as (13), 

 

𝑃𝑟𝑠 = (
 𝑇𝑝𝑠

𝑇𝑝𝑠+𝐹𝑝𝑠
) (13) 

 

where, 𝑃𝑟𝑠 denotes a precision, 𝑇𝑝𝑠 denotes the true positive, and 𝐹𝑝𝑠 represents the false positive.  

− Detection time: It is measured as the amount of time consumed by algorithm for detecting the fraudulent 

transactions and normal transactions. The time is computed as (14),  

 

𝐷𝑇 = ∑ 𝐷𝑃𝑖
𝑛
𝑖=1 ∗ 𝑇𝑀(𝐷) (14) 

 

where, 𝐷𝑇 denotes a detection time depend on data samples 𝐷𝑃𝑖 as well as actual time utilized in 

detecting the fraudulent transactions and normal transactions denoted by 𝑇𝑀(𝐷). It is calculated in 

milliseconds (ms). 

− Space complexity: It is calculated as amount of memory space utilized through method for detecting the 

fraudulent transactions and normal transactions. The Space complexity is computed as (15), 

 

𝑆𝐶 = ∑ 𝐷𝑃𝑖
𝑛
𝑖=1 ∗ 𝑀𝑒𝑚(𝐷) (15) 

 

where, 𝑆𝐶 denotes a space complexity depend on data samples 𝐷𝑃𝑖 and memory space utilized at 

detecting the fraudulent transactions and normal transactions denoted by 𝑀𝑒𝑚(𝐷). It is calculated in 

kilobytes (kB). 
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Table 1 given above illustrates performance comparison of detection accuracy of fraudulent 

transactions and normal payments using three methods namely QMLRDPFE technique and existing 

RUS+XGBoost [1] and CSO+DCNN [2]. Among the three techniques, performance of QMLRDPFE method 

is improved than the conventional techniques. For example, measuring 10,000 data samples computing 

detection accuracy, QMLRDPFE method attained accuracy of 90%. As well, 𝐷𝐴𝑐𝑐 of conventional [1], [2] 

was 86% and 982%, respectively. For each method, ten different outcomes are examined. The observed 

outcomes are compared. Overall comparative study denotes which 𝐷𝐴𝑐𝑐 of QMLRDPFE method enhanced 

by 5% and 3% than the study [1], [2]. This is due to utilizing Sokal–Michener’s distributed proximity feature 

engineering method is developed for dimensionality reduction by selecting the significant features. Depend 

on accurately performs cybercrime detection, by distinguishing the fraudulent activities or normal during the 

digital fund transactions.  

Figure 4 depicts a comparison of precision. Three methods, namely QMLRDPFE technique, 

existing RUS+XGBoost [1], and CSO+DCNN [2], are utilized for calculating precision. Outcomes 

demonstrate which QMLRDPFE technique achieves superior 𝑃𝑟𝑠 than conventional techniques. Observed 

results of QMLRDPFE method are compared to existing methods. Overall comparison reveals that the 

precision performance in accurately detecting fraudulent activities during digital fund transactions is 

enhanced by 6% and 3% than the [1], [2] when applying the QMLRDPFE technique. To achieve this 

improved performance, the QMLRDPFE technique utilizes Sokal–Michener’s distributed proximity feature 

engineering technique for selecting target features, thereby enhancing detection through improved 𝑇𝑝𝑠 and 

minimizing 𝐹𝑝𝑠 outcomes during fraudulent transaction detection. 

Given above depicts the performance comparison of detection time by QMLRDPFE technique, 

existing RUS+XGBoost [1], and CSO+DCNN [2]. Performance of for every three techniques obtain 

enhanced as enhancing number of data samples. Especially, for QMLRDPFE technique is minimized than the 

[1], [2]. Let us assume initial iteration with 10,000 data samples, where 𝐷𝑇 for QMLRDPFE method was 

likewise, time utilization for [1], [2] respectively. The obtained overall results of QMLRDPFE method are 

compared to outcomes of conventional techniques. The comparison outcomes denotes which performance of 

detection time using QMLRDPFE technique is significantly reduced by 13% and 7% than the study [1], [2]. 

This is owing to QMLRDPFE technique performed the data preprocessing and feature selection process. In 

data preprocessing, missing information is determined by applying quadratic multivariate linear regression 

approach. Data imbalance problem also solved through the adaptive Ziggurat synthetic sampling technique to 

create synthetic data samples. The target feature selection also minimizes time consumption of fraudulent 

transaction detection. 

 

 

Table 1. Comparison of detection accuracy 
Number of data samples  Detection accuracy (%) 

 QMLRDPFE RUS+XGBoost CSO+DCNN 

10000 90 87 88.5 

20000 91.22 88.52 89.85 

30000 90.33 86.23 87.52 

40000 90.88 85.99 87.78 

50000 92.12 86.89 89.52 

60000 91.05 86.74 88.74 

70000 92.05 85.52 87.22 

80000 91.5 86.56 88.56 

90000 92.2 87.52 89.5 

100000 91.88 85.98 87.22 

 

 

 
 

Figure 4. Performance comparison of 𝑃𝑟𝑠 
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Table 2 and Figure 5 depicts the performance comparison of detection time by QMLRDPFE 

technique, existing RUS+XGBoost [1], and CSO+DCNN [2]. Performance of for every three techniques 

obtain enhanced as enhancing number of data samples. Especially, for QMLRDPFE technique is minimized 

than the study [1], [2]. Let us assume initial iteration with 10,000 data samples, where 𝐷𝑇 for QMLRDPFE 

method was likewise, time utilization for [1], [2] respectively. The obtained overall results of QMLRDPFE 

method are compared to outcomes of conventional techniques. The comparison outcomes denotes which 

performance of detection time using QMLRDPFE technique is significantly reduced by 13% and 7% than the 

study [1], [2]. This is owing to QMLRDPFE technique performed the data preprocessing and feature 

selection process. In data preprocessing, missing information is determined by applying quadratic 

multivariate linear regression approach. Data imbalance problem also solved through the adaptive Ziggurat 

synthetic sampling technique to create synthetic data samples. The target feature selection also minimizes 

time consumption of fraudulent transaction detection. Table 3 denotes comparison of space complexity 

among the following algorithms like QMLRDPFE, RUS+XGBoost and CSO+DCNN. Sample data set values 

range from 10,000 to 100,000. It shows the space complexity of the dataset values. 

 

 

Table 2. Comparison of detection time   
Number of data samples  Detection time (ms) 

QMLRDPFE RUS+XGBoost CSO+DCNN 

10000 43 53 48 

20000 50 60 54 

30000 63 72 69 

40000 72 88 80 

50000 80 91 85 

60000 88.8 96 91.2 

70000 93.1 101.5 96.6 

80000 96.8 112 108 

90000 106.2 118.8 112.5 

100000 116 130 125 

 

 

 
 

Figure 5. Performance comparison of detection time 

 

 

Figure 6 depicts result outcomes of space complexity versus number of data samples extracted. 

While the number of information samples increases, the space complexity of every three methods gradually 

increases. Notably, the space complexity for the QMLRDPFE method is significantly minimized than the [1], 

[2]. Let's consider the results from the first iteration with 10,000 data samples. The space complexity for the 

QMLRDPFE technique was used to calculate space complexity [1], [2] respectively. Subsequently, the 

overall outcomes of QMLRDPFE technique are compared to conventional techniques. The average results 

demonstrate that performance of space complexity is minimized by 20% and 9% than the existing 

RUS+XGBoost [1] and CSO+DCNN [2], respectively. This reduction in space complexity is achieved due to 

the QMLRDPFE techniques performs the dimensionality reduction through Sokal–Michener’s distributed 

proximity feature engineering technique. This approach selects significant features while removing others 

from the dataset, thereby minimizing storage space in big data analysis. 
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Table 3. Comparison of space complexity 
Number of data samples  Space complexity (kB) 

QMLRDPFE RUS+XGBoost CSO+DCNN 

10000 320 420 380 

20000 378 462 433 

30000 433 510 485 

40000 457 546 505 

50000 501 612 532 

60000 522 675 568 

70000 548 724 610 

80000 593 763 633 

90000 635 812 687 

100000 687 824 736 

 

 

 
 

Figure 6. Performance comparison of space complexity 

 

 

5. CONCLUSION  

 In this manuscript, a new technique called QMLRDPFE is designed for cybercrime detection in 

digital fund transactions. QMLRDPFE technique includes data preprocessing in the first stage to arrange the 

dataset properly by filling in missing data before utilizing ML method. Following this, dimensionality 

reduction is implemented by Sokal–Michener’s distributed proximity feature engineering technique for 

fraudulent transaction detection with higher accuracy and 𝑃𝑟𝑠. A comprehensive experimental assessment is 

performed with detection accuracy, precision, detection time, and space complexity. The analyzed results 

prove which QMLRDPFE method is better than conventional methods in achieving higher accuracy and 

precision. In addition, QMLRDPFE method proves more effective at reducing time utilization and space 

complexity for fraudulent transaction detection than the conventional methods. 
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