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 The industrial internet of things (IIoT) is increasingly used within various 

sectors to provide innovative business solutions. These technological 

innovations come with additional cybersecurity risks, and machine learning 

(ML) is an emerging technology that has been studied as a solution to these 

complex security challenges. At time of writing, to the author’s knowledge, 

a review of recent studies on this topic had not been undertaken. This review 

therefore aims to provide a comprehensive picture of the current state of ML 

solutions for IIoT cybersecurity with insights into what works to inform 

future research or real-world solutions. A literary search found twelve papers 

to review published in 2021 or later that proposed ML solutions to IIoT 

cybersecurity concerns. This review found that federated learning and semi-

supervised learning in particular are promising ML techniques being 

proposed to combat the concerns around IIoT cybersecurity. Artificial neural 

network approaches are also commonly proposed in various combinations 

with other techniques to ensure fast and accurate cybersecurity solutions. 

While there is not currently a consensus on the best ML techniques to apply 

to IIoT cybersecurity, these findings offer insight into those approaches 

currently being utilized along with gaps where further examination is 

required. 
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1. INTRODUCTION 

 Industrial internet of things (IIoT) refers to the network of interconnected devices, machines and 

sensors utilized in various industries for activities such as automation [1], monitoring, control, and data 

collection [2]–[4]. The process optimization and flexibility provided by IIoT results in reduced costs, 

increased production, and improved efficiency for businesses or services [3], [5], [6]. As technology has 

improved, IIoT has become increasingly utilized for various business and industrial processes. 

The IIoT provides a unique and challenging context for cybersecurity [7]. IIoT networks comprise a 

large number of interconnected devices with greater lifespans than consumer devices [4], [8]. These devices 

may need to interact with legacy systems, putting them at risk [9]. They produce large amounts of data [5] 

and perform critical business tasks and safety functions [10]–[12]. Devices themselves as well as their 

software may be outdated, leading to risks associated with a lack of security updates [8]. IIoT devices tend to 
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have limited resources in terms of power and memory, and so cybersecurity solutions need to have low 

power and low memory requirements [5], [13], [14]. These limitations mean that solutions must also be 

scalable and adaptable to meet business needs and have the capacity to be retrofitted [4]. Solutions must also 

be able to process large amounts of data quickly and accurately [15]. Traditional cybersecurity solutions can 

have difficulties coping with the unique challenges presented by IIoT [16]. Traditional cybersecurity 

solutions can also require more processing power and memory than IIoT devices possess, creating a 

challenging environment for device and network protection [14]. 

Machine learning (ML) is one of the emerging technologies being utilized to solve these 

cybersecurity challenges. As technology has evolved, cyber-attacks have become progressively more 

efficient and increasingly challenging to detect [17]. ML techniques can provide innovative, efficient, and 

timely methods to detect and prevent attacks [2], [17]. These techniques can be utilized in a variety of ways 

to provide security to IIoT systems, including anomaly detection, feature selection, analysis of networks, or 

risk assessment [18]. ML models can provide cybersecurity systems with increased efficiency, accuracy and 

automation [18] important factors in industry applications.  

Many industries utilize IIoT including smart cities [19], agriculture, healthcare, power, 

transportation [10], [20] and manufacturing [21]. The risk to these industries from cyber-attack through IIoT 

devices and networks could be catastrophic. Due to the nature of IIoT, attacks may affect equipment, 

presenting a serious risk to personnel safety and service provision [22]. Attacks may result in financial and 

reputational losses associated with disruptions to service, interference with production or data breaches [5], 

[10], [20]. Some attacks of concern for IIoT include man-in-the-middle [23], physical, impersonation, 

routing, malicious code injection and data leakage [4] as well as denial-of-service, replay and deception 

attacks [24]. Other attacks more specific to the IIoT may include tampering with products, spear phishing or 

the theft of intellectual property [25]. Network monitoring and intrusion detection are possible solutions to 

these cybersecurity threats to IIoT, and this is an area where ML approaches have been proposed.  

The field of ML is ever growing and IIoT has become increasingly prevalent, presenting unique 

cybersecurity challenges. It is important to review recent developments and consolidate the information 

available in these areas in the search for appropriate solutions. This review paper achieves this goal by 

consolidating and comparing the ML approaches proposed in twelve recent papers, providing an overview of 

the current state of ML as an approach to IIoT cybersecurity. 

 There were two main architectures arising from the current literature: an intrusion or attack 

detection architecture and a federated learning architecture. These approaches offer a way to detect 

cybersecurity attacks or intrusions and utilize ML approaches to process data and identify anomalies. Of 

those papers reviewed, ten used one of these approaches. 

The main architecture utilized for proposed solutions to IIoT cybersecurity was the attack detection 

architecture, as displayed in Figure 1. In an attack detection approach, data is first collected, then pre-

processed according to the model’s needs and the composition of the data [26]. Data is then split into testing 

or training segments and fed into various layers of machine learning techniques to perform the attack 

detection and classification [27]. The model’s performance is then evaluated. This architecture is utilized by 

seven of the twelve papers examined in this study. This attack detection approach can be applied at the 

network level to address IIoT network vulnerability [3], [5], [28], [29], or at the device level to address the 

vulnerability of physical systems [30], [31]. This architecture can also be utilized for IIoT monitoring 

systems [32]. These types of attack detection systems are able to successfully use various ML techniques to 

detect attacks and thereby protect IIoT devices and systems. However, they do not address privacy concerns 

as federated learning approaches do, which is an important part of IIoT cybersecurity. Attack detection 

solutions utilizing ML techniques can help to identify denial of service (DoS) attacks, malware and other 

cybersecurity threats that may cause anomalies in data or network traffic [18]. 

The second main type of architecture presented in the current literature is displayed by the three 

models using federated learning (FL) [2], [33], [34]. This architecture is displayed in Figure 2. In this type of 

approach IIoT clients train their own local attack or intrusion detection model. The resulting training 

information is then sent to a central server, which updates the global model with the local data before 

returning the updated global information to each client [35]. The clients then update their own local models 

in order to perform attack detection [1].  

FL is largely used to address privacy concerns around data transmission [2], [36], as raw data is not 

sent, rather it is the trained parameters that are transmitted to a central server [1], [30], [37]–[39]. FL can also 

provide scalability and real-time detection of anomalies [39]. Li et al. [33] and Makkar et al. [34] take FL’s 

privacy a step further by also adopting an encryption system to ensure the information being transferred has 

an extra layer of security. Both models utilize a Paillier encryption system, with Li et al. [33] also adding 

AES encryption. FL architecture is able to address real-world concerns such as data privacy and security 

[35], [38]. However, model complexity and the processing capabilities of IIoT devices must be considered as 
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they need to be able to perform their own model training and these devices may not have the required 

processing power [40]. As well as processing load considerations, federated learning techniques also face 

challenges of devices reconnecting after being offline and protect each facet of the process, including the 

centralized data collection point and information transfers between device and central server [38]. 

 

 

   
  

Figure 1. General flow of attack detection approaches. Based on diagrams from Fu et al. [28], 

Shahin et al. [30], Tran et al. [31], and Chakraborty et al. [32] 

 

 

 
 

Figure 2. General flow of federated learning approaches. Based on diagrams from Aouedi et al. [2] and 

Li et al. [33]  
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Table 1 summarizes the most commonly proposed techniques and their categories. Table 2 

summarizes the components present in the reviewed literature. Components are comprised of the software 

related tools used by researchers, the datasets used to evaluate the ML models, the attack types included in 

those data sets, the techniques used in the proposed models, the metrics used to measure model performance, 

and the variables that were adjusted to examine the performance of the proposed models. These components 

are organized into four categories of tools, input, techniques and output. Table 3 breaks down these 

components by paper. As can be seen in Table 2 techniques section as well as Table 3, the current literature 

proposes many different ML techniques used in various combinations for cybersecurity in IIoT. Broadly, 

these techniques include categories of artificial neural networks, supervised, unsupervised and semi-

supervised learning, deep learning, ensemble learning, and ensemble methods. Due to the limited scope of 

this review, the focus will be on the common techniques as presented in Table 1. One paper did not specify 

their technique, merely stating machine learning (ML) and deep learning (DL) algorithms [33], making its 

comparison incompatible with others presented here. 

 

 

Table 1. Most common ML techniques 
Category Abbr. Technique 

Artificial neural network (ANN) CNN Convolutional neural networks 

FCNN Fully convolutional neural networks 

MLP Multilayer perceptron 
LSTM Long short-term memory 

Supervised learning DT Decision tree 
RF Random forest 

Ensemble methods XGBoost Extreme gradient boosting 

 

 

Table 2. Components 
Factors Attributes Instances 

Tools Software OPNet Network simulation, Netflow, Redis, Anaconda Navigator, 

Tensorflow, Google Colab, LabVIEW, CONTACT Element Platform 

Frameworks, libraries, languages Pytorch, Flask, Keras, Scikit-Learn, Python 

Input Dataset Gas pipeline SCADA system, water storage tank control system, Secure 

Water Treatment, CIC-IDS-2018, DS2OS, UNSW-NB15, SCADA power 

system, XIIoTID, BoT-IoT, ToN-IoT, Glitches, Bot attack samples, induction 
motor bearing conditions 

Attack type NMRI, CMRI, MSCI, MPCI, MFCI, DoS, DDoS, Recon., Heartbleed, web 

attacks, botnet, INFI, UtR, MC, MO, WS, spying, scan, DTP, fuzzers, 
backdoor, analysis, exploit, generic, shellcode, worm, weaponization, LM, 

C&C, ransom DoS, exfiltration, crypto-ransomware/ransomware, keylogging, 

injection, MITM, password, XSS, SS-SPASSMPA, MS-SPA, MS-MPA, 
Botnet, IRF, ORF, cyber-attack 

Dataset type Sourced, self-created 

Techniques Machine learning approaches FL, SSL, EL, DL, ML, AE, FCN, MLP, ELM, CNN, GRU, LSTM, FCNN, 
ALSTM, RF, XGBoost, LightGBM, AdaBoost, LR, SVM, k-NN, DT, CA, 

HCA, PRU, RaNN 

Other techniques FSA, FPCA, Paillier, AES 
Output Evaluation metrics Accuracy, precision, recall, F1 score, log loss, communication overhead, 

AUC/ROC, safety factor, MCC, TPR, TNR, FPR, FNR, TP, FP, TN, FN, 

detection time 

Variables Number of clients, local client epochs, communication rounds, amount of 

unlabeled data, Segment size, Time allocated for decision making, linear/non-

linear sensors, Number of features, Learning rate, Time slots, Binary 
classification /multiclassification, dataset, learners, model, type of attack, 

training/testing, device 

Summary of instances of attributes from papers included in the literature review. Abbreviations used in table are listed in the Appendix. 

 

 

  Artificial neural networks (ANN) are part of DL, a subsection of ML. They can be utilized in 

models for cybersecurity to detect malware or analyze network behavior [16]. ANN techniques can also be 

utilized for time series prediction or speech recognition [41]. In the reviewed papers, ANNs were largely 

used for data classification [42] and to extract features [30]. This process of classification and feature 

extraction allows new data to be easily classified or filtered based on previously processed information [42]. 

ANNs generally consist of a number of connected nodes that each perform data processing [43]. ANN nodes 

consist of three layers: one for input, one for output and one hidden layer for processing [30], [43], [44]. 

The most commonly proposed ANNs in the literature include convolutional neural networks (CNN) 

[29], [33], [34], fully convolutional neural networks (FCNN) [29], [30], [34], multilayer perceptron (MLP) 
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[5], [33] and long short-term memory (LSTM) [3], [29]. As seen in Table 3, the datasets used to test these 

models included: UNSW-NB15, BoT-IoT, ToN-IoT, a gas pipeline system, a supervisory control and data 

acquisition (SCADA) system, and XIIoTID. Also shown in Table 3, these datasets addressed a range of 

attack types, including but not limited to: DoS, backdoor, ransomware, man-in-the-middle (MITM), cross site 

scripting (XSS), reconnaissance (recon.) and worms. 

 

 

Table 3. Classification 

Ref 

[#] 

Tools Input Techniques Output 

SW, FW, 

Libs, Langs. 

Dataset Attack type Dataset 

type 

ML and other 

approaches 

Evaluation 

metrics 

Variables 

[2] Pytorch, 

Scikit-Learn, 
Python 

Gas pipeline 

SCADA system 
dataset, water 

storage tank 

control system 

NMRI, CMRI, 

MSCI, MPCI, 
MFCI, DoS, 

Recon. 

Sourced AE, FCN, FL, 

SSL 

Accuracy, 

precision, recall, 
F1 score, 

communication 

overhead 

Num. clients, 

local client 
epochs, CR, 

amount of 

unlabeled data 

[3] Pytorch, 

Python 

SCADA power 

system datasets 

(15 datasets) 

Unspecified 

(thousands of 

distinct attacks) 

Sourced PRU, DT, 

LSTM, EL 

Accuracy, 

FPR, TP, FP, 

TN, FN 

Binary/ 

multiclassification, 

dataset, learners 
[5] Anaconda 

Navigator, 
Tensorflow, 

Keras 

DS2OS, 

UNSW-NB15 

DoS, MC, MO, 

WS, spying, scan, 
DTP, fuzzers, 

backdoor, analysis, 

exploit, generic, 
shellcode, worm 

Sourced MLP, RaNN Accuracy, 

precision, recall, 
F1 score, 

log loss, AUC-

ROC 

Learning rate 

[45] Google Colab Glitches Glitches (8890 

over 12 hours) 

Self-

Created 

HCA, ELM, 

SSL 

Accuracy, 

precision, recall, 
F1 score 

Time slots 

[46] Unspecified Bot attack 

samples 

Botnet Self-

Created 

DL, ML Accuracy, 

precision, recall, 
F1 score, MCC, 

FPR 

 

[28] Opnet, 
Netflow, 

Redis 

CIC-IDS-2018 DoS, Recon., 
Heartbleed, web 

attacks, botnet, 

inside, UtR 

Sourced CA Safety factor, 
TP, FP, 

detection time 

Number of 
features 

[29] Scikit-Learn UNSW-NB15, 

BoT-IoT, ToN-

IoT 

Fuzzers, backdoor, 

analysis, exploit, 

generic, shellcode, 
worm, DoS, 

DDoS, Recon., 

scan, exfiltration, 
ransomware, 

keylogging, 

injection, MITM, 
password, XSS 

Sourced CNN, LSTM, 

FCNN 

Accuracy, 

precision, 

recall, log loss 

Dataset, model 

[30] Scikit-Learn ToN-IoT DoS, DDoS, 

Recon., scan, 
backdoor, 

ransomware, 

injection, MITM, 
password, XSS 

Sourced XGBoost, 

AdaBoost, 
FCNN, 

ALSTM 

Accuracy, 

precision, 
recall, 

F1 score 

Model, device, 

attack type 

[31] CONTACT 

Element, 
LabVIEW 

induction motor 

bearing 
conditions 

IRF, ORF, 

cyberattack 

Self-

created 

DT, RF, 

XGBoost, 

Accuracy, 

AUROC, TPR, 
FPR, TP, FP, FN 

Model, motor 

status 
(attack type) 

[32] Unspecified SWaT SS-SPA, SS-MPA, 

MS-SPA, MS-
MPA 

Sourced LR, SVM, 

k-NN, RF, 
FSA, FPCA 

Accuracy, 

precision, 
recall, 

F1 score, TP, 

FP, TN, FN 

Segment size, 

Time for decision 
making, linear/ 

non-linear sensors, 

Model 
[33] Flask, Keras, 

Python 

Gas pipeline 

SCADA system 

NMRI, CMRI, 

MSCI, MPCI, 

MFCI, DoS, 
Recon. 

Sourced MLP, CNN, 

GRU, FL, 

Paillier, AES 

Accuracy, 

precision, 

recall, 
F1 score 

Num. clients, CR, 

local/ideal/proposed 

model, type of 
attack 

[34] Google 

Colab, 
Pytorch 

XIIoTID Recon., exploit, 

weaponization, 
LM, C&C, ransom 

DoS, exfiltration, 

ransomware 

Sourced RF, 

XGBoost, 
LightGBM, 

CNN, LSTM, 

FL, Paillier 

Precision, 

recall, 
F1 score, 

TPR, TNR, 

FPR, FNR 

Num.  clients, 

model, 
training/testing 

The contents of the component table broke down by paper. Abbreviations used in the table are listed in the Appendix. 
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 CNNs are often used for visual recognition activities [41], [47], and are able to extract features 

automatically [29]. CNNs consist of a number of convolutional layers used to extract features and a number 

of fully connected layers used to classify these features, thereby providing the combined output [28], [41], 

[44], [47]. As with other ANNs, CNN algorithms can be used in combination with other ML techniques. 

An FCNN is an CNN comprised only of convolutional layers [30], [48]. FCNN in particular is able 

to perform well in terms of time and resources when there are many variations in the data [29], [30], [49], 

[50]. This is because the neurons in each layer are not fully connected [29]. 

 The MLP is also known as a feed-forward fully-connected multi-layer neural network [51]. An MLP 

creates correlations between the input and output data by adjusting the neurons in its layers [30]. Continuing 

investigation into the use of MLP discovered that performance was able to be improved by sequentially pre-

training layers [51]. 

LSTM is a type of recurrent neural network that is able to recall prior information, learn feature 

dependencies [52] and learn order dependency in sequence prediction [29], [30]. LSTM utilizes gates for 

input, output and forgetting to process memory data [29], [41], [52]. LSTM is able to be utilized with other 

ML techniques to assist with accurate attack prediction. LSTM techniques have been applied in IIoT systems 

in industries such as finance, healthcare, and transportation [41]. 

These ANN techniques have been combined with various other ML approaches to formulate 

models. These models have been compared in different ways in the reviewed literature. Shahin et al. [29] 

compared two models: one combining LSTM with CNN and the other combining LSTM with FCNN. 

Makkar et al. [34] compared four models within a federated learning architecture: CNN, LSTM and two 

ensemble method models. Each of these models used random forest (RF) for feature organization, and 

ensemble methods for training. These kinds of model comparisons are useful in the analysis of specific 

technique performance.  

Others in the reviewed literature formed their models with a combination of ANN and non-ANN 

ML approaches. Huma et al. [5] and Khan et al. [3] both combined ANN techniques with deep learning, 

though in different ways. Huma et al. [5] utilized a deep random neural network (RaNN) with MLP. 

Khan et al. [3] proposed a pyramidal recurrent unit (PRU) model that incorporated LSTM. In this way, ANN 

techniques have the flexibility to be applied in many different model types.  

Li et al. [33] utilized ANN approaches within a federated learning architecture alongside other 

techniques. They proposed a model utilizing both MLP and CNN along with another ANN technique-gated 

recurrent unit (GRU). GRU methods offer an efficient option that requires less computational resources [53]. 

ANN appear to be a popular ML method for IIoT cybersecurity, and these techniques have the flexibility to 

be applied in different ways and with different ML and non-ML techniques. Neural network techniques do 

have drawbacks however when it comes to application in IIoT. These techniques can have a high 

computational cost and be susceptible to overfitting [14]. Neural network models also take time to complete 

their training phase, and can require large amounts of data [14].  

 The two most common supervised learning techniques utilized in the reviewed papers were decision 

tree (DT) [3], [31] and RF [32], [34]. As can be seen in Table 3, datasets used to test these models included 

multiple SCADA power system datasets, a self-created equipment-based dataset, SWaT and XIIoTID 

datasets. Also shown in Table 3, these datasets covered a range of attacks including but not limited to 

cyberattack, DoS, ransomware, reconnaissance, and single and multi-point attacks.  

The DT technique builds its training models by learning rules for decision making [54], [55]. This 

technique begins with a single node and then branches out to create more nodes for each possibility [56]. 

Each new node has the potential to branch out further [56]. DT is able to train models quickly and with less 

required memory [31]. DT can be utilized in a number of ways, including image processing, classifying data 

and pattern recognition [16]. RF is a classifier consisting of a number of decision trees [57]. The use of RF 

offers accuracy to a model [57] as well as speed of learning [58]. 

Khan et al. [3] utilized DT along with ensemble-learning to process the output of previous layers of 

the model before making the final decision on whether the data signified an attack. Tran et al. [31] compared 

a standalone DT model with an RF model and another model using extreme gradient boosting (XGBoost). 

Conversely to other models presented here, Chakraborty et al. [32] primarily utilized non-ML techniques for 

their model, but utilized different supervised learning techniques for attack classification. They compared 

logistic regression (LR), support vector machine (SVM), k-nearest neighbor (k-NN) and RF. Like ANN 

techniques, supervised learning approaches provide some flexibility to be utilized in different ways with 

different ML techniques.  

 There were three ensemble methods utilized in the reviewed literature, all of which were gradient 

boosting algorithms. Gradient boosting algorithms calculate the mistakes of earlier models by creating a new 

model [59]. They then make a choice based on the amalgamation of the new and old models. Generally, the 

inclusion of a boosting algorithm can improve performance [59]. The most common ensemble method 
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proposed was XGBoost [30], [31], [34]. This algorithm is considered to have low resource dependency and a 

fast speed [60]–[62]. Shahin et al. [30] confirmed these observations, while also stating that it performed well 

in terms of network intrusion detection. Tran et al. [31] similarly stated that this method has performed well 

in terms of fault detection, though can, if not used with other processes, increase the resources required. It is 

apparent from the literature that in terms of ensemble methods, gradient boosting algorithms in particular are 

popular methods to use in ML approaches to IIoT cybersecurity. 

 Semi-supervised learning can process both unlabeled and labelled data [2], [63]. This technique 

utilizes unsupervised learning with unlabeled data to extract features from it. It then uses supervised learning 

to incorporate a small amount of labelled data to calibrate the features and construct the model for use in 

attack detection [2], [63]. This technique is used by Aouedi et al. [2] within their federated learning model to 

solve the issue in IIoT cybersecurity of needing to examine large amounts of unlabeled data to determine 

whether an attack would have occurred. Conversely, Jiang [45] utilizes semi-supervised learning in their 

model to detect voltage glitch attacks (VGA) from glitches in power signals from an IIoT machine. Table 3 

shows the datasets utilized by these approaches to examine performance. These datasets included both 

network or device data and equipment glitches, covering a range of potential attack surfaces in IIoT. These 

differing applications of semi-supervised learning demonstrate that it is a versatile and flexible approach 

suitable for cybersecurity applications in IIoT. 

 As can be seen in Tables 2 and 3, proposed solutions in the current literature use not just a multitude 

of ML techniques, but test against many different datasets, covering a wide range of attack scenarios. They 

also utilize many different evaluation metrics and variables, making it difficult to draw comparisons between 

the performance of different models as this paper attempts. There were some commonalities among the 

programming languages, tools and libraries where these were mentioned in the studies. 

In terms of datasets, there were three most common in use in the literature: a gas pipeline SCADA 

system dataset [2], [33] UNSW-NB15 [5], [29] and ToN-IoT [29], [30]. These datasets are all based on IIoT 

and cover a wide range of attack scenarios, as can be seen in Tables 2 and 3. Using the same datasets can 

make it easier to make comparisons between different approaches [64]. For example, Huma et al. [5] and 

Shahin et al. [29] both use the UNSW-NB15 dataset, making it easier to compare the results achieved by 

their respective models.  

Similarly, differing evaluation metrics make models difficult to compare. For example, Fu et al. [28] 

proposed a hierarchical abnormal traffic detection method utilizing an unsupervised clustering algorithm. 

This model was able to detect anomalies in the shortest amount of time in comparison to other selected 

models. However, as this model did not use any of the metrics common to other reviewed models, its 

performance is not easily comparable in this review. Their data was also mainly presented in the form of bar 

graphs, rather than numerically, making score interpretation potentially inaccurate.  

The range of variables shown in Tables 2 and 3, while providing excellent data within single papers, 

can again make comparison troublesome between separate experiments. As can be seen in Table 3, model 

comparisons were the most prominent variable [29]–[34]. Comparing models using the same variables can be 

very useful to determine the performance of different ML techniques. Comparing performance based on 

dataset or attack type was also common [3], [29]–[31]. When it came to actual parameters of the models, the 

number of clients was the most common variable for comparing performance [2], [3], [34]. This is an 

important point of comparison, as the number of devices within an IIoT environment could vary. 

While input and output components were many and varied, tools used by the different approaches 

were fewer. Of those that mentioned the programming language used, all utilized python [2], [3], [46]. The 

most commonly used tool was Google Collaboratory [34], [45]. Of the frameworks and libraries mentioned, 

Pytorch [2], [3], [34] and Scikit-Learn [2], [29], [30] were most common. Some tools and libraries were 

unspecified in the reviewed literature [32], [46]. 

 The most recently proposed solutions to IIoT cybersecurity that utilize ML approaches have not yet 

been consolidated and evaluated. This paper will review these solutions to provide an overview of the current 

state of ML approaches to cybersecurity in IIoT. The key research questions include:  

a. What are the cybersecurity concerns within the IIoT? 

b. What are the most recent machine learning approaches being proposed to solve these cybersecurity 

concerns?  

c. What are the advantages and disadvantages of these approaches? 

d. What software and programming languages are being used to implement machine learning approaches to 

cybersecurity for IIoT?  

 

 

2. METHOD 

This review utilized Charles Sturt University library resources, specifically https://primo.csu.edu.au 

to locate appropriate articles for the topic. Inclusion criteria: i) Published in 2021 or later, ii) Peer reviewed, 
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iii) Have a journal rating of Q1 or Q2 according to Scimago Journal and Country Rank (SJR) journal 

rankings, and iv) Propose a ML approach to cybersecurity in IIoT. 

The research methodology for this project is outlined in Figure 3 and is as follows. First, searches 

were performed in order to formulate the topic. Initial keywords used were “software design OR software 

development” and “cyber security”. The results of this search were then grouped into common topics, and 

additional keywords added including “machine learning OR deep learning” and “IIoT OR Industrial Internet 

of Things OR industry 4.0”. The topic of ML approaches to cyber security was then selected based on the 

common topics of articles found. The resulting collection of articles was then screened and selected 

according to the inclusion criteria outlined above and their suitability for the topic. The scope for this review 

was limited to twelve papers due to assignment requirements. 

 

 

 
 

Figure 3. Research methodology. Adapted from Deakin University [65] 

 

 

Data extraction was performed with the use of Excel spreadsheets. A broad feature analysis was 

completed, which involved summarizing the following features of each paper: i) problem definition,  

ii) proposed solution, iii) advantages and disadvantages, iv) method, steps, and/or stages, v) limitations and 

justifications, vi) challenges, vii) hardware, software and programming languages, viii) models used for 

comparison to the proposed solution, and ix) future work suggested. The specific techniques used in the 

reviewed articles were consolidated, as were the datasets, implementation procedures, evaluation criteria and 

results. Finally, this extracted data was utilized to complete this final report.  

The consolidated techniques were reviewed to determine those that were most used by the papers 

under review. These common techniques were grouped into the categories of ANN, supervised learning and 

ensemble methods as shown in Table 1. These common techniques were used for discussion and comparison 

in order to maintain the focus and scope of the paper. For example, Chakraborty et al. [32] utilized LR, SVM 

and k-NN, however it was the only paper among the twelve reviewed to use these techniques, and so they 

were excluded from in-depth discussion. 

 

 

3. RESULTS AND DISCUSSION 

3.1.   Results 

 Table 4 displays the accuracy, precision, recall and/or F1 scores for each paper’s best scoring model. 

Where models were compared to state-of-the-art techniques within the paper, these comparison scores were 
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taken for Table 4. The variables column shows any variables associated with the achievement of those best 

scores. Fu et al. [28] was the only paper that did not use any of these common evaluation metrics as noted in 

the table. Scores were only included in Table 4 where the precise score was stated by the authors; scores 

displayed only in graph form were excluded. 

Accuracy is the metric most utilized by literature and so is discussed here in further detail. Accuracy 

is described as the percentage or ratio of correct predictions [5], [29], [46]. As can be seen in 

Table 4, the highest accuracy of 100% was achieved by Shahin et al. [29] on the BoT-IoT and UNSW-NB15 

datasets with their model using LSTM and FCNN techniques. Shahin et al. [30] did also achieve a 100% 

accuracy for one of the devices in their study, however as both of their models achieved 100% in that case, 

the next highest score would have been taken that differentiated the models. Unfortunately, since their 

accuracy scores were presented only in bar graph form, a specific accuracy score was not able to be discerned 

for inclusion in the table. The lowest accuracy score of .78 was achieved by the model utilizing primarily 

non-ML techniques, suggesting that ML techniques generally have superior performance in this area. 

Techniques utilized in models achieving 99% or above accuracy include FL [33], ANN [5], [29], [33], 

ensemble methods [31], supervised learning [31], and deep learning [5]. The only ML technique used by 

more than one of these high accuracy achieving models was MLP. These results demonstrate that ANN 

techniques in particular are successfully being utilized in ML solutions to IIoT cybersecurity. 

 

 

Table 4. Evaluation 

Best model Ref [#] Techniques Accuracy Precision Recall F1 Variables 

Federated semi-supervised 

learning scheme 

[2] AE, FL, FCN, 

SL 

95.84% 

 

97.89 

 

87.15 

 

 Overall Scores 

DL based SCADA network 
based cyberattack detection 

scheme 

[3] PRU, DT, 
LSTM, EL 

 

98.89% 
 

   binary classification with 
dataset 1 

 

HDRaNN [5] MLP, RaNN 0.9919 0.9907 0.9898 0.9902 dataset: UNSW-NB15 
Heuristic semi-supervised 

learning method 

[45] CA, ELM, 

SSL 

90.7 

 

90.7 

 

90.7 

 

90.7 

 

Timeslot: 10 

 

Secure network model [46] DL, ML 0.87 0.907 0.864 0.881 Overall Scores 
Secure clustering algorithm 

for complex attribute features 

[28] CA     used only TP and FP 

evaluation metrics and only 

presented in bar graph form 
LSTM-FCN and LSTM-FCN 

5-folds CV 

[29] LSTM, 

FCNN 

100% 

 

   datasets: BoT-IoT and 

UNSW-NB15 

Deep hybrid learning model [30] 
 

ALSTM, 
FCNN, 

AdaBoost 

 99.90% 
 

99.90% 
 

99.90% 
 

booster: AdaBoost, 
device: GPS 

Online fault diagnosis with RF [31] RF 99.03%    Overall Scores 
FM4: functional position and 

velocity model 

[32] FSA, FPCA, 

RF 

0.78 

 

 1 

 

0.78 

 

segment size 40 or 200 

 

DeepFed 
 

[33] MLP, CNN, 
GRU, FL, 

Paillier, AES 

99.20% 
 

98.85% 
 

97.47% 
 

98.14% 
 

num clients: 7, comm. 
Rounds: 10 

SecureIIoT - CNN model [34] FL, CNN, RF  0.51 0.97 0.67 testing, train: 0 

Selected results of each paper’s best performing model including associated variables if alternative variable values were associated with 

different scores. Abbreviations used in table are listed in the Appendix. 

 

 

3.2.  Discussion 

 The aim of this review was to provide an overview of the current state of ML solutions to 

cybersecurity in IIoT by examining the proposed solutions from recent years. By undertaking this 

examination, this review provides insights into what works in order to inform future research or the 

development of real-world solutions. The most commonly proposed ML techniques were discussed and 

compared, along with other aspects of studies into IIoT cybersecurity solutions such as data sets and 

evaluation metrics. This review showed that some of the most promising ML techniques for application in 

IIoT cybersecurity include FL, FCNN, RF and semi-supervised learning.  

It is clear from the current literature that cybersecurity in IIoT is of growing concern due to the 

potential consequences of an attack [2], [5], [34], and the vulnerability of IIoT devices and networks [2], [3], 

[5], [29], [32]–[34]. The literature identifies that industries utilizing IIoT are increasingly being targeted by 

cyber-attacks of varying forms [5], [29], [30], [32] and that the data being stored in and transferred between 

these devices requires privacy protection [2], [3], [5], [32]–[34]. In terms of intrusion and attack mechanisms 

for IIoT, the literature agrees that accuracy [3], [28], [32] and efficiency [2], [3], [32] are very important. 
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3.2.1. Architecture 

 In order to achieve accuracy, efficiency, and security in IIoT cybersecurity solutions, various 

machine learning techniques are proposed in the literature. The solutions proposed are divided into two types 

of architecture: attack detection architecture and FL architecture. An attack detection architecture provides 

flexible application, as it can be applied at the network level [3], [5], [28], [29], at the device level [30], [31], 

or within monitoring systems [32]. The downside of this approach is that data is often sent from devices and 

processed elsewhere. This raises concerns about data privacy, as well as data security in transmission. 

Depending on the industry utilizing the solution, there may also be legalities to consider in this area of data 

safety. The FL architecture approach addresses this limitation through training a model on the device itself 

and sending training model parameters rather than the raw data to a central location. Some models in the 

reviewed papers also including data encryption to improve security [2], [33], [34]. The downside of this 

approach, however, is the processing power required to complete training and processing on the device itself, 

which IIoT devices may not have capacity for.  

 

3.2.2. Techniques 

 It was clear from the literature that many different ML techniques are being utilized in proposed 

IIoT security solutions. It is also apparent from the literature that at this stage there are no agreed upon best 

methods for IIoT cybersecurity solutions. As different algorithms can be combined in different ways, there 

are a multitude of possibilities in this space. 

The most commonly proposed ML techniques fell into four categories: ANN, supervised learning, 

ensemble methods and semi-supervised learning. Of the ANN techniques, the most commonly utilized were 

CNN [29], [33], [34], FCNN [29], [33], [34], MLP [5], [33], and LSTM [2], [12]. FCNN in particular 

provided good processing time with a low level of resources required [29], [30]. 

The comparisons included in some papers provided insight into the performance of specific ML 

techniques, particularly within the ANN category. Makkar et al. [34] compared models using CNN, LSTM 

and two ensemble methods, and found that the CNN model had the best performance, as captured in Table 4. 

However, they found that an increase in the number of devices correlated with an increase in the time taken 

to process data as well as the time taken to detect attacks [34]. Shahin et al. [29] compared two models, one 

combining LSTM with CNN and the other combining LSTM with FCNN. As displayed in Table 4, they 

found that the model utilizing FCNN outperformed the one using CNN across two different datasets. From 

these comparisons, it can be surmised that in terms of attack detection for IIoT, models utilizing CNN 

techniques outperform LSTM models, and FCNN models outperform those using CNN techniques.  

These comparisons, along with the best model results from Table 4, assist in drawing conclusions 

about which techniques stand out in the current literature. The results in Table 4 show that the ANN 

technique most commonly used by the models that achieved an accuracy above 99% was MLP. Therefore, it 

is clear that FCNN and MLP are particularly promising ANN techniques for IIoT cybersecurity solutions.  

Supervised learning techniques in the current literature can be evaluated in a similar manner. 

Chakraborty et al. [32] compared their model using different supervised learning techniques for 

classification, finding that RF outperformed LR, SVN and k-NN approaches. Similarly, Tran et al. [31] found 

that an RF model outperformed models using DT and XGBoost. It can be seen then, from these comparisons 

that RF is the popular and best performing supervised learning technique within the current literature.  

Contrary to MLP, RF was not among the most utilized technique in the top-scoring solutions shown 

in Table 4. However, it did feature in several of the models that performed the best in their particular study 

[31], [32], [34]. This supports the results of those studies that found improved performance by including RF 

in their models and shows that RF is a promising ML technique for IIoT cybersecurity solutions. 

Gradient boosting algorithms were the main methods utilized in the category of ensemble methods, 

with XGBoost being the most commonly used [30], [31], [34] and shown to be a good technique for network 

intrusion detection [30] as well as fault detection [31]. However, when Shahin et al. [30] compared their 

Attention based LSTM (ALSTM)- FCNN model with XGBoost and AdaBoost, the model using AdaBoost 

actually provided better performance in terms of precision, recall and F1 score. 

Semi-supervised learning techniques were utilized by Aouedi et al. [2] and Jiang [45] in different 

ways. This type of learning was well suited to dealing with large amounts of unlabeled data along with some 

labelled data as often exists in IIoT environments [2]. However, IIoT environments may also have amounts 

of purely unlabeled data, which would not be able to be processed by these types of models [2]. Despite this 

limitation, being able to process the combined labelled and unlabeled data suggests that semi-supervised 

learning is a good option for IIoT cybersecurity solutions. 

More recent papers have looked at reinforcement learning (RL) as an adaptive and flexible ML tool 

in cybersecurity, though this technique can also have a high computational cost [18]. RL seeks to train an 

agent in how to behave in its environment in a way that will maximize rewards [18]. There are many 
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different techniques and combinations of techniques that could be further considered for future research in 

IIoT cybersecurity. 

 

3.2.3. Implementation and evaluation 

 Datasets, evaluation metrics and variables are areas in the IIoT cybersecurity literature with not a lot of 

commonalities. The three most commonly used datasets were a gas pipeline dataset [2], [33], UNSW-NB15 [5], 

[29] and ToN-IoT [29], [30]. As models can perform differently across different datasets, this could provide an 

area of future research to determine the best datasets to use in the evaluation of ML approaches to IIoT 

cybersecurity. More recent papers have applied ML models to Virtual Power Plants, offering a focus on more 

concrete implementations of ML solutions [36] that future reviews could examine and contrast. Alternatively, 

future reviews could focus on models that utilize the same datasets in order to compare performance. 

 Similarly, variables used to evaluate proposed solutions in the literature were numerous. This makes 

comparisons between models from different papers difficult, though it can provide detailed evaluation of 

models within their own experiments. Model comparisons in particular were the most prominent [29]–[31], 

[33], [34] and provided good comparisons of different ML techniques, contributing to an evaluation of their 

performance. In terms of model parameters, the number of clients was the most common variable used to 

evaluate a model’s performance [2], [3], [34]. This is an important point of comparison for IIoT solutions due 

to the potential number of devices or sensors providing data.  

The other facet of implementation important to this study was the use of software tools, frameworks, 

libraries, and languages. It was clear from the literature that Python is the most used programming language 

for implementing ML solutions to IIoT cybersecurity [2], [3], [33] and several of the libraries or frameworks 

used were Python based. In terms of software tools, Google Collaboratory was the only tool used by more 

than one paper [34], [45]. Not all papers specified their software tools, frameworks, libraries, or languages 

however, so it is difficult to determine what, if any impact these aspects of implementation may have on a 

model’s performance. 

These findings show that IIoT cybersecurity is an increasingly important field for research and 

development given the current concerns around increased attacks and potential consequences. The vast 

amount of potential ML techniques that are being utilized in this area suggest that there is a lot of work still 

to do in terms of finding the best approach for IIoT applications. The focus on techniques which preserve 

privacy such as federated learning are promising, as is the attention paid to accuracy and efficiency of 

solutions. These points of focus will ensure that models that are proposed will be more likely to be viable for 

real-world application. The findings of this review also show that there is more work to be done to narrow 

down those specific techniques and implementation factors that offer the best performance. 

 

3.2.4. Limitations 

This paper was limited in the number of papers selected for review as well as in its scope. Given 

these limitations, the paper was not able to completely represent or review the vast amount of research being 

conducted in this field, nor cover the range of impacting factors such as regulation and compliance concerns. 

These limitations also prevented more in-depth discussion of real-world applications of ML solutions and 

issues associated with this such as computational requirements and the comparison of used datasets to real-

world cases. As discussed above, the evaluation metrics were not standard across reviewed papers, which 

hampered their comparison, however the use of a proven meta-analysis technique, along with additional 

analysis of results and used algorithms would have allowed for a more statistically accurate and in-depth 

analysis. More in-depth and standardized investigation of reviewed papers’ methods and variables would 

have provided a more conclusive analysis as to model performance.  

 

 

4. CONCLUSION 

 The current literature agrees that IIoT systems are being targeted more often by cyberattacks, and 

that the consequences of these attacks are of great concern. The vulnerability of IIoT devices and networks 

mean that solutions must be found to better protect these systems and data. As IIoT may process confidential 

data, privacy and encryption are also important considerations for cybersecurity solutions. 

Of those ML techniques proposed in the current literature, the most common were FL, RF, CNN, 

LSTM and XGBoost, with the ML category of ANN being the most utilized type of ML technique. Given the 

varying combinations of techniques, it is difficult to determine which individual techniques are best suited to 

a ML solution. FL and supervised learning offer solutions to real world concerns of data privacy and largely 

unlabeled data, while FCNN, MLP and RF show improved results over other techniques. The difficulty of an 

IIoT environment is the potential number of devices. Several models found that processing and training time 

increased depending on devices, and so this is something to take into account when considering cybersecurity 

solutions. 
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This review concludes that there is no particular best ML solution to IIoT cybersecurity at present. 

Future reviews in this area could focus on comparing models that use the same core ML technique paired 

with different ensemble methods. This type of comparison could provide further insight into the impact of 

ensemble methods on the performance of specific ML techniques. Another focus for future reviews could be 

a comparison of the performance of different ML models against the same data set to better contrast the 

performance of specific techniques. However, one limitation of using created test data sets is that a model 

may then perform differently in a real-world scenario. Therefore, applying ML solutions in real-world 

conditions or scenarios could be another interesting direction for future research. In particular, examining 

models’ ability to detect zero-day attacks would present a worthwhile avenue for research. 

 Two techniques in particular, semi-supervised learning and FL provide solutions to real world 

concerns of data privacy and large amounts of unlabeled data needing to be processed. These techniques 

could be considered for implementation in real-world solutions for IIoT cybersecurity. However, there are 

still drawbacks to these techniques. Semi-supervised learning does still require the use of some labelled data, 

which may or may not exist in a real world IIoT cybersecurity scenario. There can also be a high resource 

need in terms of power and time for model training, which IIoT devices may not have. Therefore, another 

direction for future research could be unsupervised learning, as well as experimenting with different 

combinations of methods to reduce the amount of processing power and time required for training.  

The current literature is varied when it comes to ML techniques, datasets, and variables. Further 

examination of the impact of different variables on the performance of different ML algorithms could 

provide further insight into the performance of specific ML techniques. This could also help us to understand 

which factors are important in determining the best performance for a model or which variables may help to 

reduce processing times and resources. Similarly, the impact and performance of ensemble methods could be 

further reviewed, particularly gradient boosting methods. It is clear that there are many different areas of 

focus for future research and reviews which would provide deeper insights into the application of ML to IIoT 

cybersecurity. 

 Further reviews could provide a more extensive comparison of ML models in the area of IIoT 

cybersecurity or could focus more in depth on any particular aspect or ML technique within this review. For 

example, a more thorough examination of the impact of variable choice, software or tools, hardware choices 

or a focus on data privacy could be pursued in future reviews. Future reviews could also look at concrete 

examples of the implementation of machine learning solutions for a better examination of real-world results. 
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APPENDIX 

 

Abbreviations: 
AdaBoost  Adaptive boosting LM Lateral movement 
AE  Autoencoder LSTM Long short-term memory 

ALSTM  Attention-based long short-term memory MC Malicious control 

C&C  Command and control MCC Matthew's correlation coefficient 
CA  Clustering algorithm MFCI Malicious function command injection 

CMRI Complex malicious response injection MITM Man-in-the-Middle 

CNN Convolutional neural network ML Machine learning 
CR Communication rounds MLP Multi-layer perceptron 

DDoS Distributed denial of service MO Malicious operations 

DL Deep learning MPCI Malicious parameter command injection 
DoS Denial of service MSCI Malicious state command injection 

DT Decision tree MS-MPA Multi stage, multi point attack 

DTP Data type probing MS-SPA Multi stage, single point attack 
EL Ensemble learning NMRI Naïve malicious response injection 

ELM Extreme learning machine ORF Outer ring fault 

FCN Fully connected network PRU Pyramidal recurrent unit 
FCNN Fully convolutional neural network RaNN Random neural network 

FL Federated learning Recon. Reconnaissance 

FN False negative RF Random forest 
FNR False negative rate SSL Semi supervised learning 

FP False positive SS-MPA Single stage, multi point attack 

FPCA Functional principal component analysis SS-SPA Single stage, single point attack 
FPR False positive rate SVM Support vector machine 

FSA Functional shape analysis SW Software 

FW Framework SWaT Secure water treatment  
GRU Gated recurrent unit TN True negative 

HCA Heuristic clustering algorithm TNR True negative rate 

INFI Infiltration of network from Inside TP True positive 
IRF Inner ring fault TPR True positive rate 

k-NN K-nearest neighbour UtR User to root 

Langs. Languages WS Wrong setup 
LG Logistic regression XGBoost Extreme gradient boosting 

Libs. Libraries XSS Cross site scripting 
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