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 This paper investigates the application of convolutional neural networks 

(CNNs) for the early detection of brain tumors to enhance diagnostic 

accuracy. Brain tumors present a significant global health challenge, and 

early detection is vital for successful treatments and patient outcomes. The 

study includes a comprehensive literature review of recent advancements in 

brain tumor detection techniques. The main focus is on the development and 

evaluation of CNN models, including EfficientNetB3, residual networks-50 

(ResNet50) and visual geometry group-19 (VGG-19), for binary image 

classification using magnetic resonance imaging (MRI) scans. These models 

demonstrate promising results in terms of accuracy, precision, and recall 

metrics. However, challenges related to overfitting and limited dataset size 

are acknowledged. The study highlights the potential of artificial intelligence 

(AI) in improving brain tumor detection and emphasizes the need for further 

research and validation in real-world clinical settings. EfficientNetB3 

reached 99.44% training accuracy but showed potential overfitting with 

validation accuracy dropping to 89.47%. ResNet50 steadily improved to 

83.62% training accuracy and 89.47% validation accuracy. VGG19 

struggled, with only 62% accuracy. 
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1. INTRODUCTION 

The human brain is a command center and an essential organ of the human nervous system 

responsible for accomplishing daily life activities. The brain collects stimuli or signals from the body’s 

sensory organs, handles processing, and directs the ultimate decisions and output information to the muscles. 

A brain tumor is one of the most severe situations related to the human brain, where a group of abnormal 

brain cells grow in an undisciplined manner [1]. They can be divided into two main types: primary and 

secondary metastatic. The primary brain tumors are generally non-cancerous and originate from human brain 

cells. In contrast, secondary metastatic tumors spread to the brain with blood flow from other body parts [2]. 

Various advancements in the field of computer-aided diagnosis of brain tumors have been 

developed during the previous decade. These approaches are always available to assist radiologists who are 

unsure about the type of tumor they are looking at or wish to investigate further. To identify tumors, doctors 

utilize magnetic resonance imaging (MRI) and computed tomography scan (CT-scan) [3].  

Artificial intelligence (AI) techniques play a significant and influential role in the medical domain 

by developing complex algorithms that can automatically analyze and interpret large amounts of medical 
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data. This data includes various types of medical imaging, not only MRI and CT-scan, but X-ray, ultrasound, 

and other types of medical data, such as genomics and electronic health records. The most famous of these 

techniques is deep learning [4]. Deep learning algorithms extract features from medical datasets, learn new 

patterns, help diagnose diseases, and help physicians and healthcare specialists make the right and accurate 

decisions [5]. 

Early detection of brain tumors can play an indispensable role in improving the treatment 

possibilities, and a higher gain of survival possibility can be accomplished [6]. The main aim of this work is 

to contribute to the understanding and advancement of brain tumor detection and classification using machine 

learning techniques. By exploring the background and characteristics of brain tumors, along with the 

principles of convolutional neural networks (CNNs) and transfer learning, this research aims to provide 

valuable insights into the application of these technologies in the medical field. 

This research underscores the potential of artificial intelligence in enhancing the early detection of 

brain tumors, which is crucial for successful treatment and patient outcomes. By employing CNNs like 

EfficientNetB3, residual networks-50 (ResNet50), and visual geometry group-19 (VGG-19), the study 

demonstrates significant improvements in diagnostic accuracy using MRI scans. Despite challenges such as 

overfitting and limited dataset sizes, the promising results highlight the importance of further research and 

validation. This study paves the way for more reliable AI applications in healthcare, aiming to improve 

diagnostic techniques and ultimately patient care. 

In the upcoming section, the background of brain tumors will be delved into, examining its various 

types, potential causes, and available treatment approaches. Additionally, the fascinating realm of 

convolutional neural networks and transfer learning will be explored, unraveling its underlying principles 

and showcasing its diverse applications in different domains. In section 3, the methodology employed will 

be dug to compare EfficientNetB3, ResNet50, and VGG19 models, covering data preprocessing, training 

procedures, and the selection of validation data, along with the metrics used to evaluate model performance. 

Section 4 will present the results obtained from each model, represented through informative graphs 

displaying performance metrics. As section 5 progresses, an overarching discussion about the results, 

analyzing various factors that may have influenced the outcomes and identifying areas for future analysis 

and improvement will be engaged in. Finally, a comprehensive conclusion will be provided, summarizing 

the research conducted in this study and offering valuable suggestions for future works and research 

endeavors. 

 

 

2. BACKGROUND STUDY 

2.1.   What is a brain tumor? 

Brain tumors are a heterogenous group of common intracranial tumors that cause significant 

mortality and morbidity. Malignant brain tumors are among the most aggressive and deadly neoplasms in 

people of all ages, with mortality rates of 5.4/100,000 men and 3.6/100,000 women per year being reported 

between 2014 and 2018 [7]. According to the 2021 World Health Organization (WHO) classification of 

tumors of the central nervous system, brain tumors are classified into four grades (I to IV) of increasingly 

aggressive malignancy and worsening prognosis. Indeed, in clinical practice, tumor type and grade influence 

treatment choices. Within WHO Grade IV tumors, glioblastoma is the most aggressive primary brain tumor, 

with a median survival after diagnosis of just 12–15 months [8]. The title, low-grade tumor (I and II), is 

appropriate for tumors with excellent and good prognosis in contrast to high-grade tumors (III and IV), which 

tend to be malignant, thereby leading to serious complications. Primary brain tumor categories owing to the 

cell type from which they originate are gliomas; having their association with glial cells, meningiomas; 

abnormal growth of meninges, ependymomas; originating from cells (ependymocytes) lining the 

cerebrospinal fluid (CSF)-filled ventricles, astrocytoma; developing from star-shaped glial cells (astrocytes) 

and so on [9].  

Diagnosis usually involves imaging of the brain, such as a magnetic resonance imaging (MRI) or 

computed tomography (CT) scan, and a biopsy, which involves taking a sample of the affected tissue for 

analysis. Treatments for brain tumors may include surgical removal of the tumor, radiation therapy, 

chemotherapy, or targeted drug therapy [10]. The conventional method of detecting brain tumors includes a 

doctor or a radiologist examining MR image for anomalies and making decisions. It is strongly dependent on 

a doctor’s medical expertise; disparities in experience levels and the nature of images create extra complexity 

for diagnosing with naked human eyes [11]. 

It is challenging for a doctor to interpret these images in a limited period since it normally comes 

with several abnormalities or noisy data. As the volume of information increases, assessing a massive amount 

of information gets even more challenging. The manual detection of a brain tumor becomes more time-

consuming and costly. Artificial intelligence plays an essential role in identifying and diagnosing brain 

tumors. The discipline of brain tumor surgery is an excellent choice for additional AI integration due to its 
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complicated and elaborated processes. Deep learning, particularly neural networks, gains substantial 

importance when it obtains promising results. CNNs in particular are remarkable for learning features and 

providing unlimited precision [12]. 

 

2.2.  Convolution neural networks 

CNNs are a special type of neural networks developed specifically for image processing and 

analysis. This network architecture has proven to be extremely successful in areas such as object recognition, 

image classification, and image segmentation. CNN consists of convolution layers, which filter images to 

extract features and shapes. These layers use convolutional kernels, which are small weight matrices, to apply 

various filtering operations to the input images. Convolution layers are followed by subsampling (pooling) 

layers, which reduce the dimensionality of the data while retaining important features. This is followed by 

densely connected layers, which are used for classification and decision-making based on learned features 

[13]. CNN is different in terms of the number of layers employed, the size and number of images, as well as 

the type of activation functions employed. In the CNNs, the parameters are chosen experimentally based on 

trial and error. In other words, each CNN consists of several layers, the main layers of which are the 

Convolutional layer and the Sub-sampling layer [14]. Recently, supervised deep CNN have attracted lots of 

interest. Compared to conventional supervised machine learning methods, these deep learning-based methods 

are not dependent on hand-crafted features but automatically learn a hierarchy of increasingly complex 

features directly from data [15]. 

 CNNs are the most widely used machine learning algorithm for visual learning and brain tumor 

recognition. Brain tumor classification is possible with the help of the fully automated CNN model to make 

fast and accurate decisions [16]. Through training and optimization of the CNN model, it is possible to teach 

the network to recognize the characteristic features of tumors and distinguish them from normal brain tissue. 

There are many different CNN models, such as AlexNet, GoogleNet, VGGNet, EfficientNet, and DenseNet 

[17]. During this research, EfficientNet, VGG, and ResNet would be implemented and compared to each 

other to determine the most accurate model corresponding to the given data from brain MRI images for brain 

tumor detection dataset. 

 

2.3.  Transfer learning 

To achieve satisfactory results, the application of deeply pre-trained convolutional neural networks 

based on transfer learning in medical imaging requires appropriate adjustment of both hyper-parameters and 

learning parameters of the models. Training the networks with transfer learning is usually much faster and 

easier than training the networks with randomly initialized weights [18]. The essence of transfer learning can 

support interdisciplinary research to get better performance. This paper presents a comprehensive review of 

research focusing on transfer learning (TL) in brain tumor detection. TL is applied to build up more 

complicated and accurate convolutional neural networks to cope with problems like data scarcity or 

computational inefficiency, which is the subfield of deep learning (DL). Due to data privacy or lack of data, 

transfer learning has been widely employed in the medical field to help improve the performance of learning 

[19].  

Several relevant papers [20], [21] focusing on one model or multiple models’ comparison with TL 

are presented. This paper referred to some reviews about the application of TL and other tumor detection 

tasks but mainly focused on evaluating different models classifying MR images. Deep learning models like 

ResNet, EfficientNet, and VGG19 have shown great promises in various domains, including medical 

imaging. Transfer learning complements these models by leveraging their pre-trained knowledge and 

adapting them to specific tasks, such as MRI brain tumor detection. This approach enables accurate and 

efficient tumor detection even with limited labeled data, making it a valuable technique in medical 

applications. 

 

 

3. METHOD 

3.1.   Data preprocessing 

In the context of this research study, the main aim was to leverage artificial intelligence for the 

detection of brain tumors using magnetic resonance imaging (MRI) scans. The dataset, sourced from Kaggle, 

consisted of two categories of brain MRI images: 155 images labeled 'yes', indicating the presence of a brain 

tumor, and 98 images labeled ‘no’, indicating the absence of a brain tumor. Example images are shown in 

Figures 1 and 2. 

Given the heterogeneity in the size of the original images, the initial step in data preprocessing was 

to investigate the dimensions of the images. Dimensions are represented in Figure 3. Statistical metrics, such 

as mean and median, were employed to better understand the distribution of image dimensions in both 
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categories. Consequently, all images were resized to a uniform dimension of 300×300 pixels for consistency, 

ensuring the AI model's input layer receives data of uniform size. 

 

 

 
 

Figure 1. The images included in this figure are labeled ‘yes’ and depict the presence of a brain rumor 

 

 

 
 

Figure 2. The images included in this figure are labeled ‘no’ and depict the absence of a brain rumor 

 

 

 
 

Figure 3. Distribution of image sizes in dataset 

 

 

Furthermore, to ensure the robustness of the model in handling images of different orientations and 

positions, data augmentation techniques were applied. These included random rotations, shifts, zooms, and 

horizontal flips. A sample of augmented images from each category was examined visually to verify the 

appropriateness of transformations applied. The pixel intensities in the images were then converted from an 

integer format to a floating-point format and normalized them to a range [0,1]. Normalization is a common 

practice in deep learning for better convergence of the model. 

In preparation for the training phase, the dataset was partitioned into training (70%), validation 

(15%), and test (15%) sets. This enables optimal parameter learning during training, hyperparameter tuning 

during validation, and an unbiased evaluation of the model's performance during testing. Given the class 

imbalance observed in the dataset, class weights were computed. The use of class weights ensures that the 
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model does not display a bias towards the majority classes, thus aiding in improved predictive performance. 

To summarize, the data preprocessing phase was critical in preparing the dataset for the subsequent phases of 

model development and evaluation. The approaches adopted were aimed at ensuring model robustness, 

performance, and fairness, thus aligning with the overarching goal of the study-the effective detection of 

brain tumors through artificial intelligence. 

 

3.2.   EfficientNetB3 model 

This research utilizes the transfer learning technique to build a binary classification model using the 

pre-trained EfficientNetB3 [22], [23] model. This methodology section details the step-by-step process of 

developing the model. We begin with model setup, model training and evaluation and lastly model 

improvement. 

 

3.2.1. Model setup 

We employed the EfficientNetB3 model pretrained on ImageNet dataset and utilized its transfer 

learning capabilities. The model's architecture was modified to suit the binary classification task at hand. A 

GlobalAveragePooling2D layer was added to reduce the spatial dimensions of the output from the 

EfficientNetB3. 

Then, a Dense layer with 1,024 neurons and rectified linear unit (ReLU) activation was added to 

help the model learn more complex patterns. Finally, a single neuron with sigmoid activation was added to 

classify the inputs into the two categories. The layers of the base model were frozen to preserve the  

pre-trained weights. Then, the model was compiled using Adam optimizer and binary cross entropy as the 

loss function since this is a binary classification problem. 

 

3.2.2. Model training and evaluation 

The model was trained on training data for 10 epochs with a batch size of 32. The training process 

was monitored using accuracy and loss on the validation set. After each epoch, the model's accuracy and loss 

for the training and validation set were plotted to visually monitor the model's performance. 

 

3.2.3. Model improvement 

To enhance the performance of the model, early stopping and learning rate reduction were 

implemented on the plateau. Early stopping prevents overfitting by halting the training process if the model's 

performance on the validation set does not improve for a certain number of epochs. On the other hand, 

ReduceLROnPlateau reduces the learning rate when the validation loss does not improve, which helps the 

model to fine-tune and reach a better minimum. 

Furthermore, additional metrics-precision and recall-were incorporated into the model for better 

understanding of its performance. The improved model was trained again for 50 epochs with the same batch 

size. Its performance was again evaluated using the same evaluation criteria as before. 

 

3.3.  ResNet50 model 

ResNet50 [24] is a deep neural network with 50 layers, trained on over a million images from the 

ImageNet database. It utilizes “skip connections” or “shortcuts” to address the vanishing gradient problem, 

which often hinders the training of very deep networks. These skip connections allow gradients to flow more 

easily through the network during backpropagation, facilitating the training of deeper models. By 

incorporating these shortcuts, ResNet50 enables the effective learning of complex features in high-

dimensional data. This architecture significantly improves the performance of deep learning models by 

making them more robust and easier to train. 

 

3.3.1. Model setup 

The ResNet50 model is loaded with pre-trained weights from ImageNet, with the top layers 

excluded. This model serves as a feature extractor, with its output fed into a global average pooling 2D layer 

to reduce dimensionality. The pooled output is then passed through a fully connected Dense layer with 1,024 

nodes using a ReLU activation function. The final layer is a single node Dense layer using a sigmoid 

activation function to provide binary classification outputs. 

 

3.3.2. Model training and evaluation 

The layers of the base model (ResNet50) are frozen during training, which means that only the 

weights of the added Dense layers are updated during the training process. This approach allows leveraging 

the pre-existing feature detection capabilities of the ResNet50 model while training existed model to classify 

images specific to the dataset. 
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The model is compiled with an Adam optimizer using a learning rate of 0.0001. Binary cross-

entropy is used as the loss function, appropriate for the binary classification problem. The model metrics 

tracked during training are accuracy, precision, and recall. 

The model is trained with early stopping and learning rate reduction strategies. Early stopping is 

implemented to prevent overfitting by halting the training process if the validation loss does not decrease for 

five consecutive epochs. On the other hand, if the validation loss does not improve for two epochs, the 

learning rate is reduced by a factor of 0.1, down to a minimum of 1e-7. 

The model is trained over 50 epochs with a batch size of 32. Class weights are provided to the 

model during training to handle any potential class imbalance in the dataset. The training and validation 

datasets are supplied during training. 

Once the model has been trained, it is used to predict the labels of the images in the test dataset. 

These predictions are compared with the actual labels to evaluate the model's performance. The metrics 

tracked during training (accuracy, precision, and recall) can be used to assess the model's ability in correctly 

classifying images. 

 

3.3.3. Model improvement and two-stage training 

To optimize the performance of the model, a two-stage training process was introduced. In the 

second stage, the model was fine-tuned by unfreezing and training the last two blocks of the ResNet50 

model. After this initial training phase, the optimizer was switched to stochastic gradient descent (SGD) 

optimizer with a learning rate of 0.0001 and a momentum of 0.9 for the fine-tuning stage. 

Each stage of training included 20 and 30 epochs, respectively, with a batch size of 32. Class 

weighting was applied during training to handle any imbalance in the dataset. Additionally, early stopping 

and learning rate reduction strategies were employed to prevent overfitting and dynamically adjust the 

learning rate. 

Following training, the model's performance was evaluated based on binary accuracy, precision, and 

recall, with predictions generated on the test data. This enhanced methodology introduces several 

improvements over the initial model: 

a. Selective layer training: The ResNet50 layers are selectively unfrozen and fine-tuned in the second stage 

of training, leading to a better task-specific adaptation. 

b. Optimizer adjustment: Adam optimizer in the initial training stage was switched to the SGD optimizer in 

the fine-tuning stage, providing more stability when fine-tuning the pre-trained features. 

c. Layer-wise learning: Deeper layers in the ResNet50 model are gradually trained, preserving useful pre-

trained features while adjusting the task-specific ones. 

 

3.4.  VGG19 model 

visual geometry group-19 (VGG19) [25], a well-known CNN model, was created by the VGG at the 

University of Oxford. The ImageNet large scale visual recognition challenge (ILSVRC) in 2014 saw this 

deep neural network architecture perform at the cutting edge of performance. VGG19 model's name is given 

because of the model's structure, a 19 layers comprising 16 convolutional layers and 3 fully linked layers. In 

the convolutional layers, 3×3 filters with a stride of one are used, while 2×2 filters with a stride of two are 

used in the max-pooling layers. At the network's outermost layer, classification is performed using its 

completely connected layers. 

 

3.4.1. Model setup 

As in each model above, VGG19 is loaded with pre-trained weights from ImageNet. Training, test, 

and validation subnets were transformed to a NumPy array for the image data generator specific to this 

model. An image data generator is used to create training and validation values for the process of fitting the 

model. The main difference between this model and the models above is that this is a sequential model where 

all layers in the model are arranged in sequence. To compile the model and see details or improvements, the 

following parameters are used: Adam optimizer, binary cross-entropy loss, and followed metrics like 

accuracy, precision, and recall. Additionally, except for all VGG19 model layers, Flatten, Dropout, and 

Dense layers are used to improve the model. 

 

3.4.2. Model training and evaluation 

Only the weights of the additional Dense layers are updated during training since the layers of VGG 

base model are locked. Using this method, the model is trained to classify photos specific to the dataset while 

utilizing the VGG model's built-in feature detection capabilities. The Adam optimizer is used to build the 

model, using a learning rate of 0.0001. The loss function, binary cross-entropy, is acceptable for binary 

classification problems. Accuracy, precision, and recall are the model metrics that are monitored throughout 

training. For training models, except the learning rate, the callback function was created to stop the execution 
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if the accuracy reaches 0.9 or 90%. If the learning rate is decreased by a factor of 0.1, down to a minimum of 

1e-7, the validation loss does not improve for two epochs.  

The model is trained using a batch size of 32 across 50 epochs. During training, class weights are 

given to the model to address any potential class imbalance in the dataset. Throughout training too, both 

training and validation datasets are provided. Model is used to predict the labels of the images in the test 

dataset once it has been trained. To assess the model's effectiveness, these predictions are contrasted with the 

actual labels. The model's aptitude for accurately classifying images can be evaluated using the parameters 

monitored during training (accuracy, precision, and recall). The model improvement is implemented in the 

same way as in ResNet50 model with selective layer training, SGD optimizer adjustment and layer-wise 

learning. 

 

 

4. RESULT AND DISCUSSION 

4.1.  EfficientNetB3 

A CNN was constructed based on the EfficientNetB3 architecture for binary image classification. 

The model was pretrained on the ImageNet dataset and fine-tuned for the specific task. Initially, we trained 

the model for ten epochs, after which it achieved promising results. 

The initial training phase showed consistent improvement over each epoch. Specifically, the 

training accuracy increased from 58.19% to 94.35%, while the validation accuracy grew from 60.53% to 

92.11% within ten epochs. Loss values correspondingly decreased, highlighting the model's improved 

capacity to predict class labels correctly. The confusion matrix presented an overall good performance, 

showing that the model correctly classified most of the validation images. Initial model results are plotted in 

Figure 4. 

 

 

 
 

Figure 4. EfficientNetB3 initial model metrics 

 

 

To further enhance model performance, early stopping and learning rate reduction methods were 

incorporated into the training process. The initial model reached a validation accuracy of 92.11% after 10 

epochs, while the improved model reached the same accuracy after 8 epochs, suggesting faster convergence. 

The improved model trained for 22 epochs before early stopping was triggered. At this stage, the model 

attained a training accuracy of 99.44%, with a precision and a recall of 100% and 99.09% respectively, which 

indicates a near-perfect fit to the training data. 

The validation accuracy was 89.47% at this point, slightly lower than the peak validation accuracy 

of 94.74% observed in previous epochs. This decrease in validation accuracy, coupled with near-perfect 

training metrics, suggests that the model might be starting to overfit the training data. Precision and recall on 

the validation data were 89.29% and 96.15%, respectively, revealing that the model was still effectively 

identifying the positive class, despite the slight drop in validation accuracy. Improved model results are 

plotted in Figure 5. 
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Figure 5. EfficientNetB3 improved model metrics 

 

 

4.2.  ResNet50 

Our initial model's performance notably improved over the 50 epochs of training. The training loss 

started at 79.78% and ended at 56.94%, while validation loss decreased from 59.48% to 44.97%. Initial 

accuracy, precision, and recall on the training set were all 62.15%, and on the validation set 68.42%. After 

training, these metrics increased to 75.71% (training) and 81.58% (validation) for accuracy, 73.76% 

(training) and 85.19% (validation) for precision and remained high at 94.55% (training) and 88.46% 

(validation) for recall. 

Notably, the model generalized better to the validation set from the 20th epoch, evidenced by the 

narrowing gap between training and validation metrics. The ReduceLROnPlateau callback reduced the 

learning rate after the 30th epoch, leading to a noticeable increase in validation accuracy. In summary, the 

model shows improved performance, with significant enhancements from the 20th epoch onwards. Initial 

model results are plotted in Figure 6. 

 

 

 
 

Figure 6. ResNet50 initial model metrics 

 

 

The improved model utilized two stage training. In the first stage it was trained for 20 epochs and 

evaluated on a validation dataset. Starting from the first epoch, the model exhibited promising signs of 

learning with an initial training loss of 90.54%, accuracy of 57.63%, precision of 62.07%, and recall of 

81.82%. The validation metrics at this stage were also encouraging with a validation loss of 68.88%, 

accuracy of 68.42%, precision of 68.42%, and a perfect recall of 100%. 

Over the training process, the model showed consistent improvement in all areas. By the final epoch, 

the training loss was reduced to 67.40%, and the accuracy, precision, and recall were 76.84%, 75.18%, and 

93.64% respectively. The validation metrics at the 20th epoch were also significantly improved with a 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 6360-6372 

6368 

validation loss of 46.52%, accuracy of 73.68%, precision of 76.67%, and recall of 88.46%. The second stage 

of the model incorporated a similar ResNet-style architecture as the first part, with convolutions, batch 

normalizations, and ReLU activations arranged in layers. The model displayed notable early stopping at the 

11th epoch.  

Over the training period, the model demonstrated improving performance on both training and 

validation sets. In terms of accuracy, the model's performance increased from an initial 63.84% in epoch 1 to 

a high of 83.62% in epoch 11 on the training set. Similarly, precision increased from an initial 66.91% to 

86.49% in epoch 11 on the training set, while recall demonstrated a slight decrease from an initial 82.73% to 

87.27% in epoch 11. This suggests that the model was becoming increasingly precise in its predictions while 

maintaining a relatively high true positive rate. 

On the validation set, the model's performance was generally higher, demonstrating its 

generalization ability. The model's accuracy on the validation set increased from an initial of 78.95% in 

epoch 1 to a high of 89.47% in epoch 12. Precision on the validation set reached 95.83%, indicating a high 

rate of true positive predictions, while recall reached 88.46%, indicating the model's ability to correctly 

identify a high proportion of positive cases. However, the learning rate was gradually reduced as a result of 

the ReduceLROnPlateau function which was triggered due to lack of improvement in the validation loss. 

After the 11th epoch, the learning rate was reduced to 9.99999883788405e-07, suggesting that the model 

might not be able to further learn from the training data beyond this point. Notably, the model's performance 

demonstrated a balance between precision and recall. This is beneficial as it indicates the model was not 

overly biased towards either predicting the positive class or avoiding false negatives. The second stage of 

improved model results are plotted in Figure 7. 

 

 

 
 

Figure 7. ResNet50 improved model second stage metrics 

 

 

4.3.  VGG19 model 

In all 50 epochs, the overall model performance did not noticeably change. Accuracy improved from 

57% to 62%, which does not result in obvious improvement. This is because the loss was varying between 

86% and 97%. The recall is mostly 100%, which is large enough to be real. The training data was not 

modified well enough for this specific model. As mentioned above, the callback function was used to stop 

iterations if the accuracy is 90% as the best case of the model and the learning rate did not go under the limit, 

which presents the worst case of the model. So, the model was performed in epochs till the end, but the 

metrics data are not satisfying. In Figure 8, the validation and training data are compared with their accuracy 

and loss metrics. 

After analyzing the performance data of the first model, attempts were made to improve its 

performance. Differences and improvement were visible, but accuracy was still varying from 57% to 62%, 

and the surprise decrease in the learning rate stopped the model performance. According to research, this is a 

specific model which is hard to implement, and a lot of experience and calculations should be included in it. 

After model improvement with given training and validation data, which were used for all three models, 

Figure 9 shows results of accuracy and loss metrics in 5 epochs, because performance was stopped when the 

learning rate decreased under 1e-7. 
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Figure 8. VGG19 initial model metrics 

 

 

 
 

Figure 9. VGG19 improved model metrics 

 

 

4.4.  Discussion 

This research study aimed to build an artificial intelligence model that could efficiently detect the 

presence or absence of brain tumors using MRI scans. The presented results describe the performance of 

three different models, EfficientNetB3, ResNet50 and VGG19, for binary image classification, each pre-

trained on the ImageNet dataset. Pre-trained models were used to extract features and the training process 

was used to teach models to recognize patterns specific to the dataset.  

The EfficientNetB3 model was showing promising results after 10 epochs of training. The training 

accuracy increased to 94.35% and validation accuracy to 92.11%, all while decreasing loss values. The 

highest accuracy was obtained after 22 epochs, where the EfficientNetB3 reached 99.44% training accuracy, 

with precision and recall of 100% and 99.09%, respectively. However, despite the near-perfect training 

metrics, the validation accuracy of the improved model slightly decreased. This decrease, coupled with the 

high training metrics, suggests the model might be starting to overfit to the training data. Nonetheless, the 

results of the precision and recall on the validation data indicated that the model was still effectively 

identifying the positive class. 

The ResNet50 model also showed improved performance over the course of 50 epochs of training. 

The accuracy, precision, and recall metrics increased for both the training and validation sets, demonstrating 

the model's ability to generalize better to the validation set as training progressed. Trained with a two-stage 

process, it achieved a training accuracy of 83.62% and a validation accuracy of 89.47% after 11 epochs in the 

second stage. The model's recall slightly decreased but remained relatively high. However, the learning rate 

was gradually reduced due to the lack of improvement in the validation loss. After the 11 th epoch, the 

learning rate was reduced, suggesting that the model might have reached its learning capacity. 
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On the other hand, the initial VGG19 model's performance remained relatively unchanged over 50 

epochs, with accuracy improving marginally from 57% to 62%. The varying loss values between 86% and 

97% indicate inconsistency in the model's learning. While the recall of 100% suggests effective identification 

of positive cases, it also raises concerns about potential overfitting. The fluctuating loss and the unexpected 

termination due to a decrease in the learning rate indicate that the model's performance was unsatisfactory. 

The complexity of the model requires further exploration and expertise to achieve better results.  

The models showed a reasonable ability to identify positive cases (tumors present) and avoid false 

negatives, as suggested by the precision and recall metrics. However, all three models displayed limitations. 

One notable limitation was their tendency to overfit, evidenced by a decline in validation accuracy while 

training accuracy remained exceptionally high. This observation highlights the models' increased specificity 

to the training data, potentially limiting their ability to generalize to new, unseen data. Additionally, the 

dataset used in the models' training was relatively small and imbalanced. Despite efforts to minimize bias by 

calculating and incorporating class weights during the training process, employing larger and more balanced 

datasets could enhance the models' resilience and performance to a greater extent. Further analysis and 

comparisons between these models could provide insights into their relative strengths and weaknesses for 

specific use cases. 

 

 

5. CONCLUSION 

This study sheds light on the severity of brain tumors and provides a concise literature review of 

recent studies conducted in 2023 on brain tumor detection. By exploring the application of artificial 

intelligence and deep learning techniques, the study aims to contribute to the growing body of research 

focused on improving the accuracy and efficiency of brain tumor detection methods. Moreover, the potential 

of transfer learning is demonstrated in this study in detecting brain tumors using MRI scans. The models 

EfficientNetB3, ResNet50, and VGG19 were fine-tuned on the brain MRI scans dataset, and they showed 

promising results, achieving high accuracy, precision, and recall metrics. Data augmentation techniques, 

early stopping, learning rate reduction, and two-stage training were valuable strategies for improving model 

performance and preventing overfitting. The EfficientNetB3 model demonstrated a validation accuracy of 

92.11% after incorporating early stopping and learning rate reduction. On the other hand, the ResNet50 

model achieved a validation accuracy of 83.68% through selective layer training and optimizer adjustment in 

a two-stage training process. The training data may not be modified adequately for VGG19, and the surprise 

decrease in the learning rate prematurely halted the model's performance. The model exhibited minimal 

improvement throughout the 50 epochs, with accuracy only slightly increasing from 57% to 62%. 

Additionally, the challenging nature of this particular model requires extensive expertise and calculations. 

Despite the limitations of potential overfitting, these results underscore the potential of artificial intelligence 

and deep learning in improving the detection of brain tumors, leading to early diagnosis and better treatment 

planning. However, there is room for further improvement and validation by utilizing more extensive and 

more diverse datasets. To fully leverage the capabilities of artificial intelligence in brain tumor detection, 

future research should focus on addressing challenges related to interpretability, generalization to different 

populations, and integration with existing medical practices. Also, it would be valuable to compare the 

performance of other state-of-the-art models on the same task. Furthermore, deploying and testing the models 

in real-world clinical settings would be the ultimate test of their utility in practical applications. By 

continuing to advance in this field, we can unlock the full potential of artificial intelligence in improving 

healthcare outcomes for patients with brain tumors. 
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