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 This study introduces an advanced convolutional neural network (CNN) 

model tailored for building occupancy detection that accommodates the 

inherent uncertainties and contradictory information often encountered in 

sensor data. By integrating neutrosophic layers into the CNN architecture, 

we enable the model to effectively handle indeterminacy, vagueness, and 

inconsistency present in real-world sensor readings. The approach employs 

neutrosophic convolutional, max-pooling, and logic layers, providing a 

comprehensive framework for feature extraction and decision-making. 

Through a structured methodology encompassing data preprocessing, model 

initialization, training, evaluation, and optimization, we demonstrate the 

efficacy of the proposed model in accurately detecting occupancy status 

within residential environments. This enhanced CNN model offers improved 

accuracy, robustness, and interpretability, thereby facilitating its integration 

into smart building management systems and building automation 

applications, to enhance efficiency, comfort, and energy savings. 
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1. INTRODUCTION 

Occupancy detection, also known as occupancy sensing or occupancy monitoring, is a fundamental 

aspect of smart building automation systems, enabling various applications such as intrusion detection, power 

and devices management, waste management, effectively managing security, parking spaces, emergency 

exits, and personalized user experiences [1]. The ability to accurately detect occupancy in residential spaces 

allows for the automation of lighting, heating, ventilation, and air conditioning (HVAC) systems, 

contributing towards energy savings as well as improved comfort for occupants [2]. In recent years, the 

proliferation of internet of things (IoT) devices and sensors has facilitated the collection of data from 

residential environments, offering new opportunities for occupancy detection. These sensors can include 

passive infrared (PIR) motion sensors, door and window sensors, light sensors, acoustic sensors, and even 

devices such as laptops, tablets, digital assistants, smartphones, and smart wearable devices [3]. By 

leveraging the data collected from these sensors, machine learning algorithms can be employed to infer 

occupancy status and make intelligent decisions in real time. 

https://creativecommons.org/licenses/by-sa/4.0/
mailto:ranjeetamittal@gmail.com
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 Convolutional neural networks (CNNs) apparently are a powerful tool in the field of occupancy 

detection, particularly when dealing with sensor data. CNNs is a specialized technique that belongs to the 

broader category of artificial neural networks. CNNs are curated to recognize patterns in spatial data. This 

property makes them an apt choice for applications like image recognition, natural language processing, and 

time-series analysis [4]. In the context of occupancy detection, CNNs can analyze sensor data streams to 

identify patterns associated with occupancy and non-occupancy states. This paper presents an enhanced 

CNN-based approach for occupancy detection using sensor data. The proposed model aims to improve the 

performance of occupancy detection in smart environments, by improving model accuracy and reliability, 

thereby enhancing the performance of building automation systems. The remainder of this introduction 

provides an overview of the significance of occupancy detection, the challenges involved, and the state-of-

the-art techniques in the field. 

a. Significance of house occupancy detection: Accurate occupancy detection is essential for optimizing 

energy consumption in residential buildings. By automatically adjusting heating, cooling, and lighting 

systems based on occupancy status, energy wastage can be minimized, leading to reduced utility bills and 

environmental impact [5]. Additionally, occupancy detection plays a crucial role in security systems, 

allowing for the timely detection of intruders and unauthorized access [6] Moreover, occupancy 

information can be leveraged to provide personalized experiences for occupants. Smart automation 

systems can adapt the behavior based on the presence or absence of occupants, offering convenience and 

comfort tailored to individual preferences [7]. For example, lights can be dimmed or turned off when a 

room is unoccupied, and temperature settings can be adjusted based on occupancy patterns throughout the 

day. 

b. Challenges in occupancy detection: Despite the potential benefits, occupancy detection in smart 

environments poses several challenges. One of the primary challenges is the diversity and complexity of 

sensor data collected in smart environments. Sensor data streams may exhibit variability due to factors 

such as sensor placement, environmental conditions, and occupant behavior [8]. As a result, developing 

robust and accurate occupancy detection models requires handling noisy and heterogeneous data sources 

effectively. Another challenge is the need to balance accuracy with privacy concerns. Occupancy 

detection systems must respect the privacy and security of occupants, particularly in residential settings. 

Therefore, it is essential to design algorithms that can infer occupancy status without compromising 

individual privacy or collecting sensitive information [9]. Furthermore, deploying occupancy detection 

systems in real-world environments introduces challenges related to system integration, scalability, and 

reliability. Smart building automation systems often consist of heterogeneous devices and platforms, 

requiring seamless integration of occupancy detection algorithms within the existing infrastructure [10]. 

Moreover, occupancy detection systems must be scalable to accommodate large-scale deployments in 

diverse occupancy settings while ensuring robust performance under varying conditions. 

c. State-of-the-art techniques: Various techniques have been proposed for occupancy detection in smart 

buildings. These techniques range from traditional, simple rule-based approaches to sophisticated, 

intricate, and advanced machine learning algorithms. Rule-based methods rely on predefined heuristics 

and thresholds to infer occupancy status from sensor data. While the technique is simple and 

interpretable, rule-based approaches may struggle to capture complex patterns and adapt to changing 

environments [11]. Machine learning techniques, particularly supervised learning algorithms, have gained 

popularity for occupancy detection tasks. These algorithms learn patterns from labeled training data and 

can generalize to unseen instances thus facilitating their application to real-world applications [12]. 

support vector machines (SVMs), artificial neural networks (ANNs), and random forests (RFs) are a few 

of the commonly used machine learning algorithms for occupancy detection. 

Recent advancements in deep learning, specifically CNNs, have shown promising results in 

occupancy detection tasks. CNNs can automatically learn hierarchical representations of sensor data, 

capturing intricate patterns and correlations [13]. By leveraging the spatial and temporal characteristics of 

sensor data, CNN-based models can achieve higher accuracy and robustness compared to traditional machine 

learning approaches. 

 

 

2. LITERATURE REVIEW 

The literature on smart building occupancy detection encompasses a wide range of research efforts 

aimed at developing efficient and accurate methods for identifying occupancy status in smart environments. 

smart environments are designed to keep sustainability as the focal point of interest, alongside facilitating 

human comfort by managing services, security, and resources. This literature review is a recapitulation of the 

significant research, refinements, and breakthroughs in the field, emphasizing different approaches, 

challenges, and emerging trends. 
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2.1.  Rule-based approaches 

Early studies on occupancy detection often employed rule-based approaches, where occupancy 

status was inferred using predefined heuristics and thresholds. Petrosanu et al. [14] have compared and 

highlighted the work of numerous scientists to propose a rule-based method that combined inputs from 

motion sensors, door contacts, and light sensors to determine occupancy. While rule-based approaches are 

intuitive, simple to understand, and straightforward to implement, they may lack flexibility, and struggle to 

adapt to diverse environmental conditions. Adaptability in rule-based systems involves manual adjustment of 

the pre-defined rules, in response to changes in the situations; thus, making the system static, inflexible, and 

non-scalable. 
 

2.2.  Machine learning techniques 

With the advent of machine learning, researchers began exploring supervised learning algorithms for 

occupancy detection tasks. Support vector machines (SVMs), decision trees (DT), k-nearest neighbors 

(KNN), naïve Bayes (NB), and random forests (RFs) are among the commonly used machine learning 

techniques in this context. For instance, Djenouri et al. [15] and Dai et al. [16] applied SVMs to sensor data 

collected from smart homes and achieved promising results in occupancy classification. Similarly, Koklu and 

Tutuncu [17] utilized DT whereas Sarker et al. [18] deployed deep neural networks (DNN) to infer 

occupancy status based on features extracted from sensor data streams. 
 

2.3.  Deep learning approaches 

In recent years, deep learning techniques, particularly CNNs, have gained attraction in occupancy 

detection research. CNNs have shown remarkable capabilities in capturing complex patterns and spatial 

dependencies in sensor data. For example, Yu et al. [19] proposed a CNN-based approach for occupancy 

detection using data from motion sensors and achieved superior performance compared to traditional 

machine learning methods. Hung and Chakrabarti [20] and Mtibaa et al. [21] have developed a deep learning 

model based on long short-term memory (LSTM) networks for real-time occupancy prediction in parking 

spaces and smart buildings. 
 

2.4.  Sensor fusion techniques 

Another area of interest in occupancy detection research is sensor fusion, where data from multiple 

sensor modalities are integrated to improve accuracy and reliability. Roselyn et al. [22] and Tan et al. [23] 

investigated the fusion of data from motion sensors, light sensors, and door contacts using a probabilistic 

framework and demonstrated enhanced performance in occupancy detection. Chan et al. [24] and Nesa and 

Banerjee [25] have proposed a sensor fusion approach based on Bayesian inference for occupancy estimation 

in smart offices. 
 

 

3. DATASET 

The UCI Occupancy Dataset provides a rich collection of sensor data, including features such as 

date, temperature, humidity, light, CO2 levels, humidity ratio, and occupancy status. This dataset offers 

valuable insights into occupancy patterns within smart environments, facilitating the development of 

occupancy detection models and smart building automation systems. 

a. Date: The timestamp indicates when sensor readings were recorded, providing temporal information for 

analyzing occupancy patterns over time. 

b. Temperature: Continuous measurements of temperature captured by sensors deployed within the house. 

c. Temperature fluctuations may indicate changes in occupancy or environmental conditions. 

d. Humidity: The level of humidity in the air, measured by humidity sensors. Humidity variations can affect 

occupant comfort and indoor air quality. 

e. Light: Binary values representing the presence or absence of light in different areas of the house. Light 

sensor readings can help infer occupancy status and activity patterns. 

f. CO2 levels: Measurements of carbon dioxide (CO2) concentration in the air, indicating indoor air quality 

and occupancy-related CO2 emissions. 

g. Humidity ratio: A calculated parameter derived from temperature and humidity measurements, providing 

additional insights into indoor environmental conditions. 

h. Occupancy: Binary labels indicating whether a particular area or room in the house is occupied or 

unoccupied. This target variable is crucial for training occupancy detection models. 

Analyzing all these features collectively has led to the development of machine learning models to 

predict occupancy status based on sensor data. Additionally, the dataset enables exploratory data analysis, 

feature engineering, model training, and evaluation to uncover occupancy patterns, optimize energy usage, 

and enhance home automation systems' efficiency. 
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4. PROPOSED MODEL 

In the context of the UCI House Occupancy Dataset, we propose a machine-learning model for 

occupancy detection based on the provided sensor data. The model aims to accurately predict whether a 

particular area within a house is occupied or unoccupied at any given time. It leveraging features such as 

temperature, humidity, light, CO2 levels, humidity ratio, and timestamps. 

 

4.1.  Model architecture and principles of Neutrosophy 

This model proposes a framework that integrates neutrosophic convolution, neutrosophic max-

pooling, and neutrosophic logic layers into a CNN architecture. The neutrosophic convolutional layer is 

designed to extract features from input data while considering indeterminacy, uncertainty, and contradictory 

information. The neutrosophic max-pooling layer aggregates the extracted features to reduce dimensionality 

and enhance computational efficiency. The neutrosophic logic layer handles reasoning and decision-making 

processes by incorporating neutrosophic logic principles.  

The CNN model architecture consists of: i) A convolutional layer with 16 kernels and a kernel size 

of 3×3, followed by a rectified linear unit (ReLU) activation function; ii) A max-pooling layer with a pooling 

size of 2×2 to downsample the feature maps; iii) A flattening layer to convert the 2D feature maps into a 1D 

vector; and iv) Two fully connected dense layers with 64 and 1 neurons, respectively, activated by ReLU and 

sigmoid functions. After compiling the model using the Adam optimizer and binary cross-entropy loss, it is 

trained using example input data represented as neutrosophic sets. The input data includes temperature, 

humidity, light, CO2, and humidity ratio. Subsequently, the model predicts labels based on the input data. 

Ground truth labels (1 designating occupied state and 0 designating unoccupied state) are used to compute 

the evaluation metrics such as accuracy, precision, recall, and F1-score. Finally, the predicted labels and 

evaluation metrics are printed for analysis. 

 

4.2.  Model training 

The step-by-step algorithm for training a neural network model using neutrosophic layers is shown: 

a. Data preparation 

− Organize the dataset containing input features and target labels. 

− Ensure the dataset is properly formatted and cleaned. 

− Split the dataset into training and testing sets. 

b. Model initialization 

− Import the necessary libraries, including neutrosophic layers, TensorFlow, and NumPy. 

− Initialize neutrosophic convolutional, max-pooling, and logic layers. 

− Define the architecture of the convolutional neural network model using TensorFlow's Keras API. 

− Specify the number of kernels, kernel size, pooling size, activation functions, and input shape. 

c. Model compilation 

− Compile the CNN model by specifying: i) The optimizer (e.g., Adam, SGD) to minimize the loss 

function; ii) The loss function (e.g., binary cross-entropy, mean squared error) to measure the model's 

performance; and iii) Evaluation metrics (e.g., accuracy, precision, recall) to monitor during training. 

d. Model training 

− Use the training dataset to train the model.  

− Iterate over multiple epochs (complete passes through the entire dataset) to optimize the model's 

parameters. 

− Specify the batch size and the number of epochs. Batch refers to the number of samples processed 

before updating the model and epochs refers to the iterations over the entire dataset during training. 

− During each epoch, feed batches of input data into the model and adjust the weights using 

backpropagation. 

e. Model evaluation 

− Evaluate the trained model's performance using the testing dataset. 

− Assess the model's effectiveness by computing evaluation metrics such as accuracy, precision, recall, 

and F1-score. 

− Compare the predicted labels with the ground truth labels to measure the model's accuracy and 

generalization ability. 

f. Model optimization 

− Model may be fine-tuned by adjusting different hyperparameters (e.g., learning rate, dropout rate) or 

exploring different architectures (e.g., adding more layers, changing activation functions). 

− Utilize techniques such as regularization, dropout, or batch normalization to prevent overfitting and 

improve model performance. 
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g. Model deployment 

− Deploy the model for real-world occupancy detection applications, once it delivers satisfactory 

performance. 

− Use the trained model to make predictions on new, unseen data. 

− Continuously monitor the model's performance and periodically retrain to accommodate changes in 

the data distribution. 

This algorithm outlines the key steps involved in training a neural network model with neutrosophic layers 

and provides a structured approach to developing and evaluating the model. 

 

4.3.  Model working 

Once trained and validated, the occupancy detection model can be deployed in real-world scenarios. 

Given new sensor data as input, the model computes the probability of occupancy for the target area. If the 

predicted probability exceeds a predefined threshold (e.g., 0.5), the model classifies the area as occupied; 

otherwise, it classifies it as unoccupied. 

By continuously monitoring sensor data and making real-time occupancy predictions, the model can 

support various applications, including smart energy management, security systems, and personalized 

building automation. Additionally, the model's performance can be periodically evaluated and fine-tuned to 

make it adaptable to frequent changes in occupancy patterns and environmental conditions. A mathematical 

model for training a CNN for occupancy detection is shown in Algorithm 1. 

 

Algorithm 1. Convolutional neural network for occupancy detection 
Input: 

Training dataset: {(𝑋(𝑖), 𝑦(𝑖))}𝑖 = 1 𝑚 where 𝑋(𝑖) is the input feature matrix of size (𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 
𝑛𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑠, and 𝑛𝑐ℎ𝑎𝑛𝑛𝑒𝑙𝑠) and 𝑦(𝑖) is the corresponding binary occupancy label vector of size 

(𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠, 1). 
Testing dataset: {(𝑋𝑡𝑒𝑠𝑡(𝑖), 𝑦𝑡𝑒𝑠𝑡(𝑖))}𝑖 = 1 𝑚 test for evaluation. 
Output: Trained CNN model 𝑓 for occupancy detection. 
Algorithm: 

1. Initialization: 

• Initialize the CNN architecture with neutrosophic layers: 

− Neutrosophic convolutional layer: 𝐶𝑜𝑛𝑣𝑛𝑒𝑢𝑡𝑟𝑜𝑠𝑜𝑝ℎ𝑖𝑐 

− Neutrosophic max-pooling layer: 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑛𝑒𝑢𝑡𝑟𝑜𝑠𝑜𝑝ℎ𝑖𝑐 

− Neutrosophic logic layer: 𝐿𝑜𝑔𝑖𝑐𝑛𝑒𝑢𝑡𝑟𝑜𝑠𝑜𝑝ℎ𝑖𝑐 
2. Define CNN architecture: 

• Define the architecture of the CNN model using the neutrosophic layers: 

− 𝐶𝑜𝑛𝑣𝑛𝑒𝑢𝑡𝑟𝑜𝑠𝑜𝑝ℎ𝑖𝑐 with 𝑛𝑘𝑒𝑟𝑛𝑒𝑙𝑠 kernels, kernel size (𝑘ℎ𝑒𝑖𝑔ℎ𝑡, 𝑘𝑤𝑖𝑑𝑡ℎ), and ReLU activation 
function. 

− 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑛𝑒𝑢𝑡𝑟𝑜𝑠𝑜𝑝ℎ𝑖𝑐 with pooling size (𝑝ℎ𝑒𝑖𝑔ℎ𝑡, 𝑝𝑤𝑖𝑑𝑡ℎ). 

− Flatten layer to convert the 2D feature maps into a 1D vector. 

− Fully connected Dense layer with 𝑛 units neurons and ReLU activation function. 

− Output layer with 1 neuron and sigmoid activation function. 

3. Compile the model: 

− Compile the model using the Adam optimizer. 

− Use binary cross-entropy loss function for binary classification. 

− Monitor accuracy as the evaluation metric. 

4. Model training: 

• Train the model on the training dataset: 

− Feed batches of input data 𝑋(𝑖) into the model. 

− Model parameters may be optimized using backpropagation and gradient descent. 

− Repeat for multiple epochs until convergence. 

5. Model evaluation: 

• Measure the performance of the trained model using the testing dataset: 

− Assess the model's effectiveness in occupancy detection by calculating accuracy, 

precision, recall, and F1-score. 

− Compare the predicted occupancy labels with the ground truth labels. 

6. Model optimization: 

− Fine-tune the model by adjusting hyperparameters or exploring different architectures. 

− Utilize techniques such as regularization or dropout to prevent overfitting. 

7. Model Deployment: 

− On satisfactory performance, deploy the model for occupancy detection applications. 

− Use the trained model to predict occupancy status based on input sensor data. 

− Monitor the model's performance and update it as needed to adapt to changes in the 

environment. 
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This algorithm outlines the step-by-step process of training a CNN with neutrosophic layers for occupancy 

detection, including model initialization, architecture definition, training, evaluation, optimization, and 

deployment. 

 

 

5. RESULTS AND DISCUSSION  

Variations in occupancy dataset parameters (temperature, humidity, light, CO2 levels, humidity 

ratio, and occupancy) have been studied over time. Figure 1 shows the Heat map of the correlated parameters 

in the model. Here's a breakdown of the analysis:  

a. Temperature: The temperature fluctuates slightly around 21.76 to 21.89 degrees Celsius over time 

b. Humidity: Humidity ranges from 30.29% to 31.89% with minor fluctuations over time. 

c. Light: Light intensity remains relatively constant, mostly around 429 to 449.5 units, with occasional 

fluctuations. 

d. CO2 Levels: CO2 levels vary from 793.5 to 1110 parts per million (ppm) throughout the observation 

period. 

e. Humidity ratio: The humidity ratio ranges from 0.004908 to 0.005185, indicating some variability but 

generally stable conditions. 

f. Occupancy: Occupancy status is primarily occupied (1) throughout the recorded time, with the last few 

entries showing both occupied and unoccupied states. 

− Temperature, humidity, and CO2 levels demonstrate minor fluctuations within relatively narrow ranges. 

− Light intensity remains fairly consistent. 

− The occupancy status is predominantly occupied, with intermittent unoccupied periods towards the 

end of the data. 

g. Additional insights: i) Further analysis could explore correlations between different variables and their 

impact on occupancy status; and ii) Anomalies or patterns may emerge when analyzing the data over 

longer periods or comparing it with external factors such as time of day or occupancy patterns in the 

building. 

 

 

 
 

Figure 1. Correlation of features used as input to model overall trends 

 

 

Figure 2 depicts the model performance in terms of accuracy versus loss. The model has achieved an 

impressive accuracy score of 99.18%, indicating that the integration of Neurtosophy into the CNN model 

correctly classifies the occupancy status in the test dataset with high precision This high accuracy suggests 

that the model has effectively learned from the training data and accurately predicts for unseen data. The 

model performs exceptionally well in both classes. For class 0 (unoccupied), it achieves a precision, recall, 
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and F1-score of 1.00, indicating perfect performance. For class 1 (occupied), it achieves slightly lower but 

still excellent precision (0.97), recall (0.99), and F1-score (0.98). These metrics indicate that the model 

accurately identifies both unoccupied and occupied instances, with very few misclassifications. The model 

demonstrates robust performance in predicting occupancy status, showcasing its effectiveness in handling 

uncertainties within the dataset and aligning with the principles of Neutrosophy by acknowledging and 

navigating uncertainties within its predictions. Figure 3 shows the plot of predicted probabilities and 

uncertainties of the samples. This analysis provides a basic overview of the provided data. Further insights 

and conclusions can be drawn by applying advanced statistical techniques or domain-specific knowledge. 

 

 

 
 

Figure 2. Model performance in terms of accuracy vs loss of the proposed model 

 

 

 
 

Figure 3. Plot depicting prediction uncertainties and predicted probabilities over the sample range 

 

 

6. CONCLUSION  

This paper proposed an improvised CNN model for occupancy detection based on sensor data. The 

model architecture, designed with the principles of Neutrosophy in mind, demonstrates prowess in the 

handling of uncertainties inherent in both the dataset and model predictions. Through the utilization of a 

multilayer perceptron (MLP) architecture, the constructed model is capable of effectively handling tabular 

data and binary classification tasks. The model comprises input, hidden, and output layers, each meticulously 

crafted to navigate and encapsulate uncertainties within the data and predictions. 
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During training and evaluation, the model exhibited exceptional performance, achieving an accuracy 

score of approximately 99.18%. This high accuracy underscores that the model can generalize well and make 

faultless predictions on unknown test data, thus instilling confidence in its predictive capabilities. Further 

analysis of the classification report reveals that the model performs exceptionally well in identifying both 

occupied and unoccupied instances. With precision, recall, and F1-score metrics ranging from 0.97 to 1.00, 

the model demonstrates a robust understanding of the underlying patterns and relationships in the data. In 

conclusion, the Neutrosophic-enhanced CNN model not only provides accurate occupancy predictions but 

also navigates and embraces uncertainties inherent in the dataset and model predictions. By aligning with the 

principles of Neutrosophy, the model serves as a testament to the importance of acknowledging and 

exploring uncertainties in the pursuit of robust and reliable predictive models. 
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