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 Automatic license plate recognition (ALPR) technology has gained 

widespread use in many countries, including India. With the explosion in the 

number of vehicles plying over the roads in the past few years, automating 
the process of documenting vehicle license plates for use by law 

enforcement agencies and traffic management authorities has great 

significance. There have been various advancements in the object detection, 

object tracking, and optical character recognition domain but integrated 
pipelines for ALPR in Indian scenarios are a rare occurrence. This paper 

proposes an architecture that can track vehicles across multiple frames, 

detect number plates and perform optical character recognition (OCR) on 

them. A dataset consisting of Indian vehicles for the detection of oblique 
license plates is collected and a framework to increase the accuracy of OCR 

using the data across multiple frames is proposed. The proposed system can 

record license plate readings of vehicles averaging 527.99 and 2157.09 ms 

per frame using graphics processing unit (GPU) and central processing unit 
(CPU) respectively. 
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1. INTRODUCTION 

The onset of artificial intelligence and machine learning has revolutionized the entire society. It has 

made its way into a wide range of domains from education to agriculture to manufacturing. In recent years, 

the number of vehicles on Indian roads has increased dramatically, leading to a significant challenge for law 

enforcement agencies and traffic management authorities in keeping track of vehicle license plates. Automatic 

license plate recognition (ALPR) technology has emerged as a potential solution to this problem. ALPR 

systems use cameras and advanced software to automatically detect and read license plates on vehicles, 

allowing for more efficient and accurate tracking of vehicles on the road. 

In vehicle detection, an early significant use of deep learning was the implementation of region-

based convolutional neural networks (R-CNN) on the KITTI dataset [1]. Despite its advancement, R-CNN 

suffered from slow computation due to the neural network’s size. A major breakthrough came with you only 

look once (YOLO) [2] in 2016, which used a simple, efficient neural network for object detection, enabling 

real-time image and video analysis. YOLO surpassed R-CNN in sensitivity and processing speed, though 

both had similar precision [3]. The YOLOv4 model further improved accuracy, achieving 93% in vehicle 

model recognition, outperforming faster R-CNN and single shot detector (SSD) [4]. While most work has 
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focused on YOLO, other methods, such as a scale-intensive convolutional neural networks (CNN) with a 

context-aware region of interest (RoI), have shown promise for highway scenarios but struggle with small, 

crowded vehicle detections [5]. 

Vehicle tracking is crucial for ALPR, relying heavily on multiple object tracking (MOT) to re-identify 

vehicles across frames. Using orientation-invariant feature embeddings and spatial-temporal regularization 

enhances performance but slows computation [6]. A key challenge is object occlusion, where obstacles hinder 

complete feature extraction. Predicting an object’s position in the next frame via bounding box regression aids 

tracking small or occluded objects [7]. Tracking by association, which uses low-confidence bounding box 

similarities with track lets, helps recover true objects and filter background detections [8]. An advancement over 

DeepSORT called StrongSORT, improves on object detection, feature embedding, and trajectory association, 

excelling in scenarios with severe occlusion and making it ideal for vehicle tracking [9], [10]. 

The use of CNNs for ALPR has shown high accuracy on datasets like the Caltech and application-

oriented license plate (AOLP) license plate datasets [11], but they struggle with rotated images. Modifying 

YOLO improved detection accuracy to 78% [12], yet it failed with oblique angles. Uthaib et al. [13] 

proposed a deep CNN for multiclass classification of license plates by country, which can help classify single 

and multi-line plates for better optical character recognition (OCR). Enhancing this model with a prepositive 

CNN before YOLO to handle angle rotation [14] allows for detection in unconstrained scenarios and better 

character segmentation [15]. However, this approach has only been trained on European and Brazilian 

vehicles, limiting its effectiveness on Indian vehicles. 

Text recognition, crucial for applications like document digitization and number plate reading, 

traditionally uses CNNs for image understanding and recurrent neural networks (RNNs) for char-level text 

generation. One approach replaces RNNs with two fully convolutional one-stage object detectors for 

simultaneous license plate (LP) and character detection and classification [16]. Another employs a 

transformer architecture for both image understanding and text generation, showing promise in various text 

recognition tasks [17]. Bilingual license plates are addressed using a deep learning-based recognition system 

for dual language detection [18]. Post-correction and error analysis significantly enhance OCR accuracy. A 

voting mechanism with five similar mixed models improves OCR accuracy [19], and a semi-supervised, 

lexically aware method with a count-based language model reduces errors by 15% to 29% [20]. 

Several end-to-end ALPR systems have been developed for various scenarios. An ALPR system 

based on YOLOv5 trained on Indian datasets for internet of things (IoT) platforms struggles with low-light 

conditions [21]. Using multiple CNNs for image preprocessing in low-light conditions achieves 98.13% 

accuracy in vehicle recognition but fails to detect multiple license plates in a single image [22]. Another 

approach uses RCNN Inception V2 COCO for license plate detection and tesseract long short term memory 

(LSTM) RNN for text recognition [23]. A system utilizing faster RCNN and image preprocessing techniques 

before tesseract for OCR has also been proposed [24]. Combining multiple CNN models to extract and label 

license plate features with an RNN model yields 92% accuracy on a custom Algerian license plate dataset 

[25]. Additionally, character recognition network (CR-NET) employs post-processing for improved character 

accuracy within an ALPR system [26]. 

Despite the various improvements in ALPR technology, the implementation of such systems in 

Indian scenarios has been limited. While there have been various advancements in object detection, tracking, 

and optical character recognition, the development of integrated pipelines for ALPR that take advantage of 

multiple frames have yet to be seen. This paper proposes an architecture for ALPR in Indian scenarios that 

aims to bridge this research gap. The main contributions of the proposed technology are: i) a novel 

architecture for ALPR that can track vehicles across multiple frames, detect number plates, and perform OCR 

on them; ii) the entire pipeline is enhanced for Indian scenarios by applying transfer learning techniques 

using a custom Indian vehicle dataset consisting of 2000 images; and iii) the system also applies a set of 

majority pooling techniques utilizing string distance measures that are aimed at improving the accuracy of 

the OCR results. 

The paper outlines the current technologies involved in ALPR, followed by a brief description of the 

vehicle detection and tracking module. Further it provides a detailed description of the license plate detection, 

its training and functioning along with the dataset collected. The framework used in conjunction with OCR to 

improve the accuracy is presented and finally it concludes with experimental results and future scope. 

 

 

2. METHOD 

The proposed pipeline seeks to enhance existing open-source modules used for vehicle tracking and 

license plate recognition. It builds upon the methodology proposed by Tu and Du [27] by utilizing multiple 

frames, accommodating oblique number plates, and tailoring it specifically for the Indian context. It consists of 

an integrated codebase which has four modules, i.e. vehicle detection, vehicle tracking, license plate detection 
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and optical character recognition. The codebase is built using the state-of-art YOLOv5 framework vehicle 

detection and StrongSORT for vehicle tracking, while the license plate detection and optical character 

recognition is done using the module from ALPR unconstrained. Figure 1 gives the system architecture of the 

proposed methodology. 

 

 

 
 

Figure 1. System architecture 

 

 

2.1.  Vehicle detection 

It is the first module of the pipeline Figure 1 which uses the YOLOv5. YOLOv5 works by dividing 

an input image into a grid of cells and predicting bounding boxes around each object in the image. The 

algorithm predicts the class probabilities and location of the object within each bounding box [2]. This is 

achieved through a deep neural network architecture, which consists of a backbone network for feature 

extraction, and a head network for object detection and classification. The backbone network is typically a 

convolutional neural network (CNN) that extracts features from the input image at multiple scales. The head 

network then uses these features to make predictions about the location and class of objects in the image. 

YOLOv5 also incorporates anchor boxes, which help to improve the accuracy of bounding box predictions 

by providing a prior estimate of the shape and size of the objects in the image [4]. This neural network is 

used to detect all the vehicles present in a single frame, detect their positions and extract their coordinates 

and identify the category of vehicles that each vehicle belongs to. It takes in a single video frame as an input, 

along with the different hyper parameters specified by the user and returns the coordinates of each vehicle in 

the frame and which category it belongs to. 

 

2.2.  Vehicle tracking 

StrongSORT is an advanced version of the simple online and real time tracking (SORT) algorithm, 

which is a widely used algorithm for tracking objects in video streams. StrongSORT combines the SORT 

algorithm with a deep learning-based object detector to improve tracking accuracy and robustness. The object 

detector is used to detect objects in each frame of the video stream, and the SORT algorithm is used to track 

the objects over time. StrongSORT can handle multiple objects with different motion patterns, sizes, and 

aspect ratios, and can track objects even when they are occluded or partially visible [10]. The usage of a deep 

learning-based object detector provides more accurate and robust object detections compared to traditional 

methods such as background subtraction or blob detection. 
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The module extracts feature from detections generated by the vehicle detection module, assigning a 

unique identifier (ID) to each entity. It processes a series of frames with vehicle detections, along with user-

specified hyperparameters, to predict the object’s location in subsequent frames, enabling object tracking. 

This tracking capability allows the module to assign a unique identifier to each vehicle sharing a common 

feature map. 

 

2.3.  License plate recognition 

The ALPR unconstrained is a license plate detection technology that is able to perform well over a 

variety of scenarios and camera setups. It is capable of detecting the license plate in many different cameras 

poses and estimating its distortion, allowing a rectification process before OCR [15]. It was originally trained 

on a Brazilian number plate dataset with over 200 manually annotated images along with augmentations. 

This model was ineffective in the Indian scenario. Hence, the model was transfer-learned with a custom 

dataset of 2,000 images. The images included vehicles majorly from Indian roads. It mainly consisted of cars 

along which, there were trucks, buses, tempo travelers, vans, and auto rickshaws. Traditional datasets contain 

only 2 sets of coordinates representing the top left and bottom right corner, but this assumes that the license 

plate is in an upright position. Hence to take into consideration the oblique view of the license plates, 4 

coordinates are required. These images were manually annotated with 4 sets of coordinates marking the 

corners of the license plate. For this purpose, an open-source tool “makesense.ai” was used to annotate the 

images [28]. These annotated images along with various hyper parameters were used to train the model and 

the results were analyzed. An optimal set of parameters that provided sufficient accuracy and limited false 

detections were taken for the final model. Figure 2 gives a set of images from the collected dataset. 

This custom trained model is used for detecting the license plate and extracting their coordinates 

and the cropped license plate image for each vehicle detected in a video frame. The module also deals with 

performing a set of image augmentations to unwrap and rotate the cropped image to get an upright image. The 

module consists of multiple CNN models that are used to first detect the license plate, even in oblique angle 

scenarios. It generates a polygon-shaped bounding box to cover the license plate region. The cropped image is 

then rotated to an upright position. This can be further used by other modules for text detection and OCR. 

 

 

 
 

Figure 2. Sample images of collected dataset 

 

 

2.4.  Optical character recognition 

Optical character recognition uses a combination of image processing techniques and machine 

learning algorithms to identify and recognize the characters in an image or document. The OCR process 

typically involves several steps, including pre-processing, segmentation, feature extraction, and 

classification. In the preprocessing step, the image is enhanced and corrected for distortions, such as 

perspective distortion or uneven lighting. In the segmentation step, the individual characters are separated 

from the background and each other. In the feature extraction step, the unique features of each character are 

extracted, such as the shape, size, and orientation. In the classification step, the extracted features are used 

to classify the characters into their respective classes, using machine learning algorithms such as neural 

networks or support vector machines.  

After obtaining the detections and the corrected license plate image, OCR is applied on the same. The 

ALPR Unconstrained pipeline provided an OCR network that was based on Darknet. This model was trained 

on an artificially created data consisting of pasting a string of characters onto a textured background and then 

performing random transformations, such as rotation, translation, noise, and blur [15]. This model was applied 

on the obtained upright license plates to perform optical recognition. 
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Each license plate detected produced an OCR result. Using the results obtained from the tracking 

module, the license plate recognitions related to each tracked vehicle over a set of frames were used to 

perform the majority pooling. The majority pooling consists of a two-layer filter to be able to accurately 

determine the license plate of the vehicle. The first level consists of having a lower bound for the number of 

OCR results needed to take the license plate into consideration. If a given vehicle has a minimum of 10 OCR 

results associated with it, then it would be considered for the next layer. Vehicles failing to get past this 

criterion are dropped from the character recognition as they would have very low accuracy. A set of viable 

candidates consisting of detections having nine or ten characters are selected from the set of results. The next 

layer consists of checking the string similarity of the viable candidates with the rest of the detections utilizing 

Levenshtein distance as a metric. The candidate having the highest similarity is selected as the final 

candidate. Once these conditions are satisfied, a number plate reading is associated with that vehicle and no 

more license plate detections are carried out for that vehicle until it exits the frame of the video. These results 

can then be updated in a database along with a timestamp associated with it for further use. 

 

 

3. RESULT AND DISCUSSION 

The overall model performs sufficiently well for Indian traffic scenarios when tested on traffic videos 

taken from Bangalore on mobile phones and traffic cameras. This was done to simulate the diverse set of 

conditions that the model could experience. The approach highlights the model's adaptability and 

effectiveness in real-world settings common to India. 

 

3.1.  Vehicle detection and tracking 

The submodules for vehicle detection and tracking perform a frame-by-frame analysis of the video 

feed. In each frame, the detected vehicles are encapsulated with a bounding box. Additionally, each bounding 

box includes a label that displays the vehicle class, the unique vehicle ID and the confidence score of the 

model in predicting the vehicle class as illustrated in Figure 3. 

 

 

 
 

Figure 3. Results from vehicle detection and tracking 

 

 

3.2.  License plate recognition and OCR 

The submodules used for the license plate recognition and OCR process the cropped images of the 

vehicles to detect the license plate. Once a license plate is detected, the four two-point coordinates are extracted 

from the image and passed to the next module. This is used to draw a red quadrilateral, bounding box around 

the license plate region, and displayed for each vehicle as shown in Figure 4. 

The license plate region of each vehicle is cropped and passed to CNN that rotates the license plate, 

if required, to a frontal view image. This ensures that the OCR module has the best possible chance of 

reading the characters accurately. The OCR module processes the rotated license plate images as shown in 

Figure 5 and predicts the characters of the license plate. The readings are then compiled along with the 

bounding boxes and the values which are displayed in the frame with black bold letters above the license plate 

region as shown in Figure 6. 

 

 

  
 

Figure 4. Bounding boxes around the license plate 

regions 

 

Figure 5. Rotated license plate cropped  

images 
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Figure 6. Vehicle image with outer bounding box, license plate, bounding box and OCR readings displayed 

 

 

3.3.  Overall performance of the system 

Given the multiple distinct modules in the ALPR pipeline, each of which have different functions, a 

unified evaluation metric is infeasible. Hence, to obtain the efficiency and accuracy of the pipeline, each 

module is evaluated separately according to its own function. As there is not a metric that can correctly 

evaluate the performance, the evaluation is done manually on a test video of Mysuru road which is  

37 seconds long. There are 54 vehicles that can be seen in the video, which belong to different categories 

such as trucks, cars, buses, bikes, autos and so on. The pipeline was able to detect 53 of them correctly. There 

are 48 vehicles that are present in the video for more than 3 frames that were successfully tracked by 

StrongSORT throughout the video and maintaining the same vehicle ID and category. Out of the 54 vehicles 

in the video, 50 of them have their license plates visible with either the front/rear license plate in view with 

some cases having extreme oblique angles. Despite the conditions, the module performs well by detecting  

45 vehicles. From the 45 vehicles whose license plates were detected correctly, OCR readings were obtained 

for all 45. Manually annotating the license plate readings for each vehicle and then comparing it to the 

readings obtained from the pipeline was the metric used to evaluate the module. The comparison was done 

character wise as well as string length wise. The result for the OCR module after applying the post-OCR 

correction utilizing Levenshtein distance was 84%. The results are summarized in Table 1. 

 
 

Table 1. Accuracy of the different modules of the system 
Module No. of instances No. of correct detection Accuracy 

Vehicle Detection 54 53 98% 

License Plate Detection 50 45 90% 

OCR 45 38 84% 

 

 

3.4.  Model time analysis 

A time analysis script was run on the entire model and its submodules on two different systems: i) a 

system with a NVIDIA GPU (Google Colab instance); and ii) a system with an Intel i3 Core 10th Gen CPU. 

The video sample in both cases was a daytime traffic video shot outside RV College of Engineering on a 

mobile phone in 4K resolution. The video clip is 30 seconds long and the input image/frame size in both 

cases is set at 1920×1080 pixels per frame. Table 2 shows the average of each individual frame’s results over 

630 frames of the 30 second clip. It can be inferred that with the help of a GPU, the computation speed is 

exponentially faster and close to a real-time analysis of the video. 

 
 

Table 2. Processing metrics for various modules using GPU and CPU 
Sub modules GPU CPU 

Pre-process 0.9 ms 44.8 ms 

Inference 34.2 ms 2296.9 ms 

NMS 2.2 ms 76.3 ms 

StrongSORT update 44.6 ms 481.1 ms 

License plate detection 137.57 ms 754.75 ms 

OCR 233.24 ms 450.36 ms 

Generating output 75.28 ms 119.88 ms 

Overall time taken by the pipeline 527.99 ms 2157.09 ms 

 

 

3.5.  Inferences 

The results demonstrate the improvement of the proposed methodology over the current state-of-the- 

art systems in the field of automatic license plate recognition systems when used in the context of Indian 

vehicles and scenarios. While the differences are not significant when comparing the different vehicle 
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tracking modules, there are considerable improvements in the remaining modules of license plate recognition 

and OCR due to the unique systems and schemes followed in Indian vehicles for which existing models are 

unable to detect and process accurately. By fine-tuning the models on Indian-specific datasets and employing 

post-processing techniques, the proposed system is a novel approach to creating an efficient and accurate 

model for automatic license plate recognition in the context of the Indian subcontinent that currently faces a 

dearth of viable solutions. The comparisons between the proposed system and the existing models have been 

consolidated in Table 3.  

 

 

Table 3. Accuracy rates on the video shot of vehicles on Mysuru road 
Model Vehicle detection License plate detection OCR 

ALPR [12] 98% 88% 79% 

ANPR [23] n/a 89% 82% 

Proposed System 98% 90% 84% 

 

 

4. CONCLUSION 

The proposed technology can successfully detect vehicles, track vehicles, and obtain their number 

plates with sufficient accuracy in the Indian scenario. A dataset with more than 2,000 images containing 

various classes of vehicles including cars, buses, trucks, vans, and auto rickshaws along with annotations for 

their number plates in oblique scenarios was presented. A two-level majority pooling algorithm utilizing 

Levenshtein distance was also implemented to improve the accuracy of the OCR results. There is a dip in the 

accuracy of the model in situations where the quality of the input video is low or there are fast moving 

vehicles. These can be improved by further tuning the OCR model using Indian datasets. 
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