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 When designing a virtual desktop infrastructure (VDI) for a university or 
inter-university cloud, developers must overcome many complex technical 

challenges. One of these tasks is estimating the required number of 

virtualization cluster nodes. Such nodes host virtual machines for users. 

These virtual machines can be used by students and teachers to complete 
academic assignments or research work. Another task that arises in the VDI 

design process is the problem of algorithmizing the placement of virtual 

machines in a computer network. In this case, optimal placement of virtual 

machines will reduce the number of computer nodes without affecting 
functionality. And this, ultimately, helps to reduce the cost of such a 

solution, which is important for educational institutions. The article proposes 

a model for estimating the required number of virtualization cluster nodes. 

The proposed model is based on a combined approach, which involves 
jointly solving the problem of optimal packaging and finding the 

configuration of server platforms of a private university cloud using a 

genetic algorithm. The model introduced in this research is universal. It can 

be used in the design of university cloud systems for different purposes-for 
example, educational systems or inter-university scientific laboratory 

management systems. 
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1. INTRODUCTION  

For many years now, the world's leading universities have begun to use all kinds of cloud 

applications and technologies (CAP) to improve the efficiency of educational and scientific work. Cloud 

computing is a rapidly evolving computing paradigm. Its main goal is to free users of cloud resources from 

managing hardware and software. In this case, management tasks are transferred to the cloud service. 

Distributed and parallel cloud service systems consist of sets of virtual and interconnected personal 

computers (PCs) that can be dynamically provisioned and provided to users as more than one unified 
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computing resource. One of the areas of widespread application of CAP has become the educational 

environment of universities, colleges and schools. The demand for CAP has especially increased during the 

COVID-19 coronavirus pandemic. As noted in [1], [2], one of the main conditions for improving the quality 

of training of specialists, increasing the level of their professional competence, and wider use of innovative 

technologies have become cloud-based digital educational environments (CBDEEs) of universities. The use 

of CBDEE tools contributes to the practical implementation of high-quality learning and professional 

development of students through the means of cloud-based open science systems. 

The current pace of updating the necessary competencies, for example, in the field of technical 

university disciplines, often does not allow teachers to promptly update the laboratory equipment used and 

the corresponding software systems. Let us note that, for example, within the framework of the university 

educational process, the following problems of access to training materials for performing laboratory 

workshops in technical specialties quite often arise: i) Relatively low performance of workstations, which are 

mainly suitable only for general education subjects; and ii) Lack of opportunities for in-depth study of 

materials within laboratory workshops. In works [1]–[3], the experience of using CAP in training specialists 

was examined in detail and the feasibility of using such cloud service delivery models in training processes 

was determined: software as a service, platform as a service and infrastructure as a service based on the use 

of virtual machine technology. 

There is no doubt that the use of CAP in training specialists in various fields has a number of 

advantages. The main ones include: i) For students: Universal availability of necessary electronic educational 

resources, mobility of programs and data, absence of significant software and hardware restrictions on the 

resources used, no need to administer software to achieve high performance when using programming 

systems, the ability to conduct non-destructive experiments in a virtualized hardware and software 

environment; ii) For teachers and staff: The ability to use flexible cloud-based resources (including for the 

purpose of developing tasks of different levels of complexity and resource consumption), the possibility of 

software unification in web-based operating systems, reducing the cost of administration and maintenance of 

university information technology (IT) infrastructure; extensive opportunities for modeling computer systems 

and networks, the ability to easily store and reuse virtual laboratories; iii) For administrators of computer 

systems and networks: Reduction of software licensing costs, removing restrictions on the hardware and 

software used due to virtualization technology; and iv) The ability to serve a potentially unlimited number of 

students, for example, within the framework of interuniversity courses, simplify and unify maintenance in the 

cloud. 

As was shown in [4], [5] when transferring tasks characteristic of the educational process to cloud 

technologies, for example, when creating an inter-university private cloud, the university IT infrastructure is 

centralized and virtualized. With this approach, all computing resources (CR) can be collected into one 

computing cluster. It can then be divided into logical sections, i.e. virtual machines (VMs). After that, such 

VMs are provided to users as needed. Thus, the common hardware resources of a university or several 

universities can be used for different tasks, both curriculum and scientific work.  

Wagh et al. [5] presented the results of a detailed review of the prospects for cloud computing in the 

field of education. The authors draw attention to the fact that many educational centers have already invested 

in their own cloud infrastructure instead of purchasing services from third parties. The authors focus on the 

fact that many educational institutions, from schools to universities, are busy searching for the best private 

cloud platform for education and scientific activities.  

Khayyat et al. [6] presented a detailed overview of the capabilities of universities in the context of 

using CAP to organize the educational process and scientific research. The results of this work examine the 

CAP implementation process from the point of view of motivation and barriers to cloud computing adoption 

in universities. Yadegaridehkordi et al. [7] presented the results of research aimed at developing a model for 

introducing online tools for collaborative learning using CAP. The results obtained by the authors can 

become the basis for cloud providers targeting educational institutions.  

In works [8]–[10], the authors touch upon some aspects of the economic feasibility of introducing 

cloud technologies into the educational process of universities, as well as interuniversity scientific 

cooperation. The emphasis is on reducing the complexity of the university IT infrastructure and increasing its 

manageability. According to the authors of the mentioned studies, the implementation of CAP will optimize 

the use of resources available to educational institutions. It is shown that savings can be achieved through the 

effective use of CR in universities, as well as centralized administration.  

Zhang et al. [11] having analyzed the best practices of using cloud computing in universities and, 

based on personal experience in the field of application of information and communication technologies in 

the educational process of a university, identified the main CAPs to support the scientific and educational 

activities of the university. A number of researchers in their works [12], [13] note that the task of predicting 

the scale of use of server computing resources in the cloud infrastructure of an organization, or, for example, 

a university, is important and relevant. If there are not enough such CRs, then, accordingly, applications used 
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in educational or scientific work will work slowly. In this case, users will encounter significant delays and 

problems accessing cloud services. If there is an excess of CR, then this leads to unjustified costs for cloud 

services on the part of the provider, since CR is used ineffectively. Understanding how CR will be used in an 

educational institution at the present time and in the future will make it possible to implement preventive 

measures aimed at balancing the load and timely scaling of cloud resources. And this, in turn, helps to ensure 

the smooth operation of the entire system built around CAP and improves the quality of customer service. 

In study [14], the results of a comparative analysis of existing approaches and methods in the 

problem of short-term forecasting of the use of basic server resources by virtual machines of a cloud system 

are presented. The authors analyzed various models. In particular, the statistical model for analyzing time 

series auto-regressive integrated moving average (ARIMA) [15] homogeneous neural networks such as long 

short term memory network (LSTM) [15] gated recurrent unit (GRU) [16] as well as hybrid neural networks 

in the form of LSTM and convolutional neural network (CNN) [17] were considered. Speitkamp and Bichler 

[18] touched upon the issues of server consolidation. Moreover, the emphasis is on modeling the optimal 

distribution of source servers between physical target servers, taking into account real restrictions. 

Averyanikhin et al. [19] consider the problems that arise when building cloud data centers based on 

virtual desktop infrastructure (VDI). In their study, the authors focused on assessing the optimal number of 

required virtualization cluster nodes. In this case, the efficiency criterion is taken as the basic criterion. The 

works [20], [21] touch upon such an important aspect of building an organization’s cloud infrastructure as 

optimizing the placement of virtual machines on physical machines in cloud data centers. The authors 

explore the issues of reducing energy consumption and optimal use of computing resources, which together 

contribute to increasing the efficiency of cloud infrastructure.  

The works [22], [23] consider the problem of selecting hardware for creating client workstations. 

The authors propose a model for selecting server platforms based on the amount of available and required 

random access memory (RAM) to accommodate a given number of VMs. And to solve the problem, a 

genetic algorithm is proposed. 

However, we note that most authors pay little attention to this aspect when assessing the optimal 

number of required virtualization cluster nodes as an efficiency criterion. In particular, in conjunction with 

the choice of investment strategy in a particular CBDEE architecture of the university. This led to interest in 

conducting additional research in this direction. 

The purpose of the study is to develop a model for estimating the required number of nodes in a 

private cloud virtualization cluster used in a cloud-based digital educational environment of universities. To 

achieve this goal, it is necessary to solve the following problems: i) To determine the optimal amount of 

RAM for virtual desktops in the university cloud, based on the specifics of educational and scientific work in 

the CBDEE of the university; and ii) To improve the model for assessing the required number of nodes of the 

university’s CBDEE virtualization cluster, taking the efficiency of using virtual machines as an optimality 

criterion. 

 

 

2. METHOD 

For estimation of required number of nodes of the university's CBDEE virtualization cluster was 

used a model. For its development were used analytical methods. A genetic algorithm was used in solving the 

problem of selecting server equipment for forming the infrastructure of virtual users of a private university 

cloud.  

 

2.1.  Genetic algorithm for determining the amount of RAM of virtual desktops in a university cloud  

Before assessing the needs for the nodes of the university cloud-based learning environment (CBLE) 

virtualization cluster, we will determine the requirements for the amount of RAM of virtual desktops in the 

university cloud. When planning a certain number of computing servers and VMs for a CBDEE university, 

the final cost of the solution is usually taken into account. In this case, this problem can be expressed as a 

cost minimization function with given constraints. 

VM reserve on the CBDEE server is a static parameter. The VM request is a dynamically changing 

parameter. And it is the request that determines the real need for VM resources on the university’s private 

cloud server. For example, VM types are used. The type of VM is determined by the size of the hard drive, 

the amount of RAM, and the number of processors and processor cores. VM types are designated as 

𝑇1, . . . , 𝑇𝑤. Each user, as needed, i.e. upon request, will be allocated 𝑥𝑖 resources of VM instances assigned to 

the type 𝑇𝑖. 
One of the most important characteristics of the server platform (SRP) on which VMs are deployed 

is random access memory (hereinafter referred to as RAM). The simplest option for increasing the number of 

VMs can be implemented by adding RAM modules to the CBDEE server or servers. But the server has a 
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limit on the number of available RAM slots. Therefore, it is better to immediately have an idea of the nature 

and needs of those tasks that will be implemented by students and teachers using VM.  

In accordance with work [22] the objective function that allows solving the problem of optimizing 

the server infrastructure is presented as (1). 

 

𝑆 = ∑ ∑ (𝑐𝑜𝑖 + ∑ 𝑛𝑖𝑗 ⋅ 𝑐𝑜𝑧𝑗
𝑢
𝑗=1 ) ⋅ 𝑐𝑖𝑟𝑖𝑙,

ℎ
𝑖=1

𝑞
𝑙=1  (1) 

 

where 𝑐𝑜𝑖 is cost of the 𝑖𝑡ℎ server platform (hereinafter referred to as SRP); 𝑐𝑜𝑧𝑗 is cost of the 𝑗𝑡ℎ additional 

module for server RAM; 𝑢 are number of memory types for server RAM (for example, by frequency, and 

generation number); ℎ are number of university private cloud SRP; 𝑞 are number of options for filling server 

RAM blocks; 𝑐𝑖𝑟𝑖𝑙 are number of RAM modules of j-type for 𝑥 SRP; 𝑛𝑖𝑗 are number of SRPs in the private 

cloud. Here 𝑞 = ∑ 𝑞𝑖 =
ℎ
𝑖=1 ∑

(𝑢+𝑑𝑖)!

𝑑𝑖!𝑢!

ℎ
𝑖=1 , where 𝑑𝑖 are number of slots for RAM of the 𝑖𝑡ℎ SRPs. Further 

optimization can be performed for the variables 𝑐𝑧𝑗 and 𝑐𝑖𝑟𝑖𝑙, which are contained in expression (1). 

In accordance with studies [22], [23], we write the limit on the amount of RAM for a specific SRP 

as (2) and (3). 

 
∑ 𝑠𝑟𝑎𝑚𝑗 ⋅ 𝑛𝑖𝑗 ≤ ℎ𝑖,  𝑖 = 1. . . 𝑐𝑖𝑟.𝑢
𝑗=1  (2) 

 

Limit on the number of added RAM modules: 

 
∑ 𝑛𝑖𝑗 ≤ 𝑑𝑖 ,  𝑖 = 1. . . 𝑐𝑖𝑟.𝑢
𝑗=1  (3) 

 

Limitation on the sufficiency of RAM for SRP, ensuring the functioning of the required number of VMs [23]. 

 

∑ (
∑ 𝑠𝑟𝑎𝑚𝑗⋅𝑛𝑖𝑗
𝑢
𝑗=1

𝑉𝑉𝑀
) ≥ 𝑁𝑀 ,

ℎ
𝑖=1  (4) 

 

where 𝑉𝑉𝑀 are amount of RAM allocated for one VM; 𝑁𝑀 are required number of VMs. A limit that 

describes the integer nature of the current problem. 

 

𝑐𝑖𝑟𝑖𝑙, 𝑛𝑖𝑗 ≥ 0,  𝑐𝑖𝑟𝑖𝑙, 𝑛𝑖𝑗 − 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 (5) 

 

In contrast to works [22], [23] we will consider the parameter 𝑐𝑜𝑖 − cost of the 𝑖𝑡ℎ SRP platform as 

a kind of analogue of investing in the server infrastructure of a private university cloud (or CBDEE in 

general). Such infrastructure includes the server/servers itself and the corresponding number of VMs that are 

deployed on SRP. Note that the choice of a rational investment strategy and the size of appropriate 

investments can be made based on the application of game theory [24]. So, in accordance with [24], in order 

to determine the cost (investment volumes in the server platform/CBDEE platforms) 𝑐𝑜𝑖 in contrast to [22], 

[23] in the decision process, the strategies of stakeholders are first determined based on game theory. Such 

parties can, for example, be considered: i) administrators of the server infrastructure or administrators of the 

distance learning system (DLS), as shown in Figure 1. Administrators, due to their official tasks, strive to 

maximize the capabilities of the university cloud; and ii) financial administration of the university. Which, 

due to its tasks of cost optimization, seeks to minimize the cost of maintaining the cloud infrastructure of the 

university and IT in general. 

The dynamics of changes in the resources of the parties are described in the form of a system of 

differential equations, given in detail in [24], [25]. We implemented the solution to the optimization problem 

described by expressions (1)-(5) using a genetic algorithm (GA). In the GA used, the population is the set of 

decisions during the selection of the SRP of a private university cloud. The key was considered to be the need 

for additional RAM when increasing the number of virtual desktops. Unlike the classic GA, which uses 

binary coding, this study used a coding list.  

The list element contains the following information regarding the SRP CBDEE of the university, 

according to [22]: i) type of SRP; ii) a set of modules for RAM in accordance with the chosen investment 

strategy for CBDEE virtualization and existing restrictions, for example, financial [24]; iii) general RAM 

indicators (frequency and memory size); and iv) cost of a set of RAM for SRP. The number of genes in a 

chromosome (𝑐ℎ) was taken equal to the number of elements in the list of options for sets of RAM for 

scalable SRP. Expression (1) was used as a fitness function. Possible combinations of RAM sets of individual 

SRPs constitute a population (𝑝𝑜𝑝). At the same time, restrictions have been adopted on the number of 
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minimum required parameters of the server (servers) in terms of memory volume and the total cost of RAM 

modules. 

The initial population was created as follows. An entry number was randomly selected from the list 

of RAM sets for the server/servers (SRP) of the private university cloud. For example, you can use the 

roulette method. Next, add “1” to the gene that corresponds to this set. 

Then we check that the chromosome (𝑐ℎ) meets constraints (3) and (4). We repeat the procedure 

until the required indicators for the necessary characteristics of the CR are achieved. We enter the numbers 

(𝑁𝐺) of chromosome generations (𝑐ℎ) into the data structure specially generated by the program. The size of 

the population depends on the number of chromosomes. For each chromosome (𝑐ℎ) in the population, a 

fitness estimate is performed. This procedure is performed by calculating the fitness function. 

The lower the value of the fitness function, the higher the quality of chromosomes. The chromosome 

splitting point was chosen randomly. Selection was performed for each generation “Viable” individuals  

were selected based on constraint (4). Then ranking is performed according to the value of the fitness 

function (1). 

The best individuals are transferred unchanged to the next generations. The calculations end when 

the specified number of generations is reached. As computational experiments have shown, the convergence 

of the algorithm is achieved for at least fifty generations.  

 

 

 
 

Figure 1. Typical architecture of a university cloud-based distance learning system (DLS) 

 

 

2.2.  Genetic algorithm for determining the amount of RAM of virtual desktops in a university cloud  

To estimate the necessary resources for constructing a university private cloud, used, for example, to 

organize a distance learning system in Figure 1, we will create a mathematical model. The model set out in 

[18] is taken as a basis. However, let’s supplement this model with calculation data on the optimal number of 

cluster nodes. The criteria for optimality are the efficiency criterion and the chosen strategy for investing in 

the development of the university cloud, which is mentioned in [24], [25]. At the same time, based on the 

specifics of the university CBDEE, we will take into account that it is difficult to predict in advance the 

moment of deployment and destruction of the VM. Indeed, today the asynchronous organization of students’ 
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completion of educational tasks is more relevant in the learning process. When each of them can, in the time 

allotted for performing work, independently decide when it is more convenient for him to deploy the VM and 

then destroy it, in Figure 1. An example of such system behavior is in Table 1, for 10 VMs of a private 

university cloud used in the DLS.  

 

 

Table 1. Example of the VM state in DLS university private cloud  
 VM state 

 Deployed VMs Stoppable VMs Shutdown (destroyed) VMs 

VM number 2, 5, 9, 10 1, 3, 4 6, 7, 8 

 

 

Moreover, all these actions occur at different times-𝑡. As shown above, the hardware-software 

complex (HSC) of a private university cloud includes 𝑁 computing servers (server platforms - SRP with 

RAM parameters previously calculated on the basis of a GA, paragraph 2.1). Each SRP can be described by a 

parameter 𝑃𝑎. This setting enables the basic server specifications (SRP). For example, such parameters 

include the amount of RAM, processor clock speed, and number of processor cores. In addition, each of the 

servers 𝑗 ∈ {1. . . 𝑁} has the capacity С𝑗𝑘  for the corresponding resource 𝑘 ∈ {1. . . 𝑃𝑎}.  

Each virtual machine (VM–𝑣𝑚) 𝑖, that is used in the educational process, scientific or administrative 

task of a CBDEE university requires a certain minimum amount of resources – 𝑟𝑖𝑘. Moreover, the resource is 

allocated from the parameters 𝑘. For example, 𝑘 = 1 a processor parameter, and 𝑘 = 2 a RAM parameter. 

This is the so-called resource reserve. If the server cannot allocate the minimum required amount of 

resources according to the parameters 𝑘, then the VM will not be deployed. At a point in time 𝑡 active VMs 

𝐴𝑐(𝑡) can be conditionally divided into already placed VMs – 𝑃𝑙(𝑡), and those that need to be placed – 

𝑅𝑑(𝑡). There are also switched off VMs – 𝑅𝑒(𝑡()). It can be written as (6). 

 

𝐴𝑐(𝑡) = {𝑃𝑙
(𝑡)

𝑅𝑒(𝑡)⁄ } ∪ 𝑅𝑑(𝑡) (6) 

 

VM placement in a private university cloud can be described by two variables. The first 

characterizes the number of virtual processors that are assigned to VMs of a certain type 𝑇𝑖. The second 

variable will describe the connection between the server and the VM. Then the variable 𝑣𝑚𝑖𝑗(𝑡) = 1 if at the 

moment of time 𝑡 the VM 𝑖, assigned to the type 𝑇𝑖 is on the server 𝑗. We will assume that the CBDEE of the 

conditional university has a sufficient amount of virtualization complex. Then the equality is true. 

 

∑ 𝑣𝑚𝑖𝑗(𝑡) = 1, ∀𝑖 ∈ 𝐴𝑐(𝑡).𝑁
𝑗=1  (7) 

 

Each type of VM resource must be guaranteed to be able to be hosted on the server. The total value 

of reserved VM resources should not exceed the server capacity for a specific resource. For example, the 

capacity of hard drives or RAM of all types of VMs cannot exceed the capacity of the server С𝑗𝑘 . This can be 

written as (8). 

 

∑ 𝑣𝑚𝑖𝑗(𝑡) = 1, ∀𝑖 ∈ 𝐴𝑐(𝑡).𝑁
𝑗=1  (8) 

 

Next, you can move on to assessing the required resources of the entire private university cloud. 

When designing such a private university cloud, specialists will be able to predict the future load of the 

aircraft. As an initial data, you can take the number of cloud users. This is not difficult to do if you know the 

number of students, teachers and statistics on free students of a particular course. The latter is relevant when, 

for example, we are talking about disciplines of free choice of students. And, accordingly, an additional load 

may arise on the course with its assignments and VMs. In the simplest case, you can use static methods for 

predictive assessment. We believe that when designing such a private university cloud, the designer needs to 

place 𝑀 of the VM on 𝑁 servers (SRP). The total amount of resources of all VMs should not exceed the total 

amount of server resources. 

Note that the problem of optimal resource allocation can be interpreted as a type of packaging 

problem in relation to virtualization technologies [26]. This problem can also be associated with the 

“container packing problem” or the “knapsack problem,” i.e. NP-hard [27]. Algorithms for solving such 

problems are analyzed in more detail in [19]. In our study, we use the recommendations of [27] to determine 

the lower limit of the minimum number of servers in a private university cloud. 
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Then, to dynamically assess the capacity of the virtualization complex, we will add a time 

parameter. We believe that the computing servers in the university private cloud have the same 

characteristics. This is quite natural, since equipment of this class is purchased centrally. That is (9): 

 

С𝑗𝑘 = С𝑘, ∀𝑗 ∈ 1. . 𝑁, 𝑘 = 1. . 𝑃𝑎. (9) 

 

And a rational investment strategy that determines the choice of one option or another can be implemented, 

for example, using the calculations of [24], [25]. In which, in particular, as an example, they touch upon such 

an aspect of the search for a cost-effective IT infrastructure scheme for a university as connecting and 

ensuring secure access of the corporate network of an informatization object (IO) to an external network. In 

these works, the authors examined in detail various situations when the financial resources of investors 

(players) are aimed at solving the problem of providing secure access of the IO corporate network to an 

external network in the presence of alternative connection schemes. The results presented in [24], [25] allow, 

when designing a private university cloud, to effectively find rational investment options during the analysis 

of alternatives. To find a solution in [24], [25] the mathematical apparatus of a bilinear multi-stage quality 

game with several terminal surfaces with alternating moves of players is used. 

Based on the above, we assume that the consumption of VM resources in the university’s CBDEE 

may change over time. And indeed, for quality training, it is necessary to periodically update the software, 

which is becoming more and more resource-demanding. At the moment of time 𝑡 we divide the set of VMs 

planned for deployment into subsets, which we denote as 𝑎1(𝑡), 𝑎2(𝑡), 𝑎3(𝑡). It is understood that 

𝑎1(𝑡), 𝑎2(𝑡), 𝑎3(𝑡) − is, respectively, sets of VMs with high, medium and low load. Then, for example, for 

active VMs the following system of equations will be valid: 

 

𝑎1(𝑡) = {𝑖 ∈ 𝐴𝑐(𝑡)|𝑎𝑖(𝑡) > 𝐶𝐶𝑃𝑈 − 𝜇}; 
𝑎2(𝑡) = {𝑖 ∈ 𝐴𝑐(𝑡)|𝐶𝐶𝑃𝑈 − 𝜇 ≥ 𝑎𝑖(𝑡) > 0.5 ⋅ 𝐶𝐶𝑃𝑈}; 
𝑎3(𝑡) = {𝑖 ∈ 𝐴𝑐(𝑡)|0.5 ⋅ 𝐶𝐶𝑃𝑈 ≥ 𝑎𝑖(𝑡) > 𝜇}; (10) 

 

where 𝐶𝐶𝑃𝑈 are total amount of private university cloud server resources by processor parameters, 𝜇 are 

parameter characterizing the maximum load of the processor (CPU) and SRP RAM– 0 ≤ 𝜇 ≤ 0.5. The latter 

is true based on the consideration that during virtualization it is not recommended to allocate more than 50% 

of the server’s processor and RAM resources to VMs. The lower estimate of the optimal number of servers 

for a private university cloud can be expressed as (11) and the average lower bound for the optimal number 

of servers in a private university cloud looks as (12). 

 

𝑁1(𝜇, 𝑡) = |𝑎1(𝑡)| + |𝑎2(𝑡)| + 𝑚𝑎𝑥 (0,
[∑ 𝑎𝑖(𝑡)−(𝐶𝑘⋅|𝑎2(𝑡)|−∑ 𝑎𝑖(𝑡)𝑖∈𝑎2(𝑡)

)𝑖∈𝑎3(𝑡) ]

𝐶𝑘
) (11) 

 

𝑁(𝑡) = 𝑚𝑎𝑥{𝑁1(𝜇, 𝑡), 𝑁2(𝜇, 𝑡), 0 ≤ 𝜇 ≤ 0.5} (12) 

 

To test the adequacy of the proposed model, a virtual computational experiment was carried out. 

The experiment was carried out on the basis of private cloud university structures - the National University of 

Life and Environmental Sciences of Ukraine (Kiev, Ukraine) and the Non-Profit Joint Stock Company 

"Kazakh National Pedagogical University named after Abai" (Almaty, Kazakhstan). A model for optimizing 

the number of nodes in a virtualization cluster of university clouds and specified educational institutions was 

tested, as shown in Figure 2. The CBDEE efficiency criterion was adopted as a criterion for optimizing the 

number of nodes in a university cloud virtualization cluster. 

The model described by expressions (1) - (12) was implemented in the algorithmic language Python. 

As a result, the needs for the server infrastructure of private clouds at these universities were determined, 

based on the characteristics of specialist training and the planned teaching load. Next, taking the efficiency of 

organizing COLE of universities as the main criterion for optimality, the costs of creating a private cloud 

were compared with alternative options for organizing CBDEE of universities. To economically calculate 

costs, analytical data on prices for services of IT corporations were analyzed, in which the main 

characteristics were the number of processor cores, the amount of RAM, the amount of data storage, and the 

type of operating system (OS) for the IaaS topology [1], [2]. The simulation results are presented in Figure 3. 

Figure 3 shows the data obtained from comparing the dollar cost modeling results of a private university 

cloud with an infrastructure as a service (IaaS) model. The cost characteristics of a private university cloud, 

as shown above, are largely influenced by the optimization of the parameters of quantitative and qualitative 

(CPU and RAM) characteristics of CBDEE servers. 
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Figure 2. Block diagram of private university clouds 

 

 

 
 

Figure 3. Results of computational experiments 

 

 

3. RESULTS AND DISCUSSION  

In the genetic algorithm used, the population is the set of decisions during the selection of the SRP 

of a private university cloud. The key was considered to be the need for additional RAM when increasing the 

number of virtual desktops. Unlike the classic GA, which uses binary coding, this study used a coding list. 

GA stages of work include: i) Data insertion: the initial population of possible SRP configurations is  

being inserted. SRP configurations contain data about platform type, RAM modules, RAM modules’ 

characteristics, and cost. Also, parameters and limits (for example, budget) are being set; ii) Population 

initialization: initialization of SRP configurations’ starting population. There are possible solutions for VM 

optimal placement; iii) Suitability assessment: each solution was assessed based on the suitability function. 
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Suitability functions take into account technical characteristics (performance, RAM capacity) and economical 

targets (cost); iv) Selection: selection of the most suitable solutions from the current population, using 

methods of tournament selection, roulette wheel selection, and others; v) Crossover: creation of new SRP 

configurations combining selected solutions. It allows exploring the search space, combining successful 

elements from different solutions; vi) Mutation: in the new configurations were added random modifications. 

It helped to increase search space exploration completeness and prevent premature convergence to a local 

optimum; and vii) Substitution: new configurations generation substitutes previous. This process repeats until 

a given maximum number of iterations is reached or an optimal solution is found. 

The best solution from the last generation is an optimal configuration of SRP for the university 

cloud, considering all criteria and limits. Analysis of results shows that this model allows to significantly 

reduce expenses on IT infrastructure by optimizing usage of hardware resources and simplifying 

administration. We took analytical data on the cost of the IBM SoftLayer cloud as a basis. If we take into 

account the cost of maintaining the cloud by an administrator and software engineering staff, which is about 

$12,600, then the total annual cost is more than $16,500. With a total calculation of the costs of the 

corresponding infrastructure (server 2 units, data storage 2 units, network equipment - total cost about 

$10,000) for placement on own premises, their maintenance (administrator's salary, engineering staff - about 

$13,000) and utility costs (electricity, internet channel about $2,000), we get an amount of around $25,000. 

Carrying out similar calculations with a prolongation of 3–5 years, we can evaluate the most attractive model 

in terms of price for hosting an “academic cloud” as shown in Figure 3. In the PaaS model, all resources 

(software, allocation of structural elements of the system) are dictated by the vendor, that is, we are limited to 

the choice of what the IT company offers us. Therefore, we are not considering this model yet. 

During the virtual computing experiment, the following was established. When conducting testing, 

dynamic changes in the indicators of resources consumed in the university cloud should be taken into 

account. This is due to the fact that users, depending on the specifics of educational or scientific work, can 

independently start and/or stop VMs in the common CBDEE resource pool. In this regard, in order to 

determine the required amount of resources, it is necessary to decide in what range the number of VMs 

running in the university cloud will vary. And also, how the VM’s need for CBDEE resources will change. 

During the virtual computing experiment, it became obvious that the introduction of cloud 

technologies and applications into the educational process and IT infrastructure of universities can 

significantly reduce the cost of its maintenance. The positive effect is primarily achieved by optimizing the 

use of hardware resources and simplifying the administration of the university IT infrastructure. The 

university cloud, consisting of virtual desktops (DaaS) of students in this case, will not be an exception, since 

it also allows to centralize the university’s IT infrastructure, as well as create inter-university cloud structures 

that help to improve the quality of education. During the transition of the organization of the educational 

process from the use of conventional PCs to virtual desktops, there is a need to create an infrastructure of 

virtual desktops corresponding to the university profile (VDI). 

The success of GA implementation was assessed by a virtual computing experiment on two 

university private clouds in Kazakhstan and Ukraine. The advantage of the GA is expense optimization. This 

model allows to significantly reduce expenses on IT infrastructure by optimizing usage of hardware resources 

and simplifying administration. A disadvantage of this model is the necessity of fine-tuning parameters like 

population size, crossover, and mutation probability. The results of this model highly depend on the initial 

population. Algorithm's efficiency on CBDEEs can be improved by fine-tuning initial configurations. 

Analysis shows that improvement of VM placement optimization models and cluster management algorithms 

for cost reduction and efficiency improvement can be a topic for future research. 

 

 

4. CONCLUSION  

It is shown that when designing a VDI university or interuniversity cloud, it is necessary to solve 

many complex technical problems. One of these tasks is the task of estimating the required number of 

virtualization cluster nodes on which user virtual machines (VMs) will be hosted. Another task that arises in 

the VDI design process is the problem of algorithmizing the placement of VMs in a computer network (CN). 

In this case, optimal placement of VMs will reduce the number of computer nodes. 

The model is based on a combined approach. This approach provides a synergistic effect when 

jointly solving the problem of optimal packaging, a genetic algorithm in the course of solving the 

optimization problem of determining the amount of virtual desktops RAM in the university cloud. A game 

approach was also used to select a rational strategy for investing in CBDEE of universities. The model 

proposed in the work is universal and can be used in the design of cloud university platforms for various 

purposes, from the educational process to interuniversity scientific laboratories. 
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