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 In recent years, there has been a noticeable surge in research activities 

focused on sentiment analysis within the Kannada language domain. The 

existing research highlights a lack of labelled datasets and limited 

exploration in feature selection for Kannada sentiment analysis, hindering 

accurate sentiment classification. To address this gap, the study aims to 

introduce a novel Kannada dataset and develop an effective classifier for 

improved sentiment analysis in Kannada texts. The study presents a new 

Kannada dataset from SemEval 2014 Task4 using Google Translate. It then 

introduces a modified bidirectional encoder representation from transformers 

BERT for Kannada dataset called as Kannada-BERT (K-BERT). Further, a 

probability-clustering (PC) approach is presented to extract the topics and its 

related aspects. Both the K-BERT classifier and PC approach were merged 

to attain a K-BERT-PC classifier, integrating a modified BERT model and 

probability clustering approach for achieving better results. Experimental 

results demonstrate that K-BERT-PC achieves superior performance in 

polarity and sentiment analysis accuracy, with an impressive accuracy rate 

of 91%, surpassing existing classifiers. This work contributes by providing a 

solution to the scarcity of labelled datasets for Kannada sentiment analysis 

and introduces an effective classifier, K-BERT-PC, for enhanced sentiment 

analysis outcomes in Kannada texts. 
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1. INTRODUCTION 

Language diversity is a fundamental aspect of human communication, reflecting the rich cultural 

diversities that defines societies worldwide. From Asia to Africa, Europe to the Americas, people speak a 

plethora of languages, each carrying its unique cultures, expressions, and sentiments [1]. This linguistic 

diversity not only enriches their global heritage but also presents intriguing challenges, particularly in the 

realm of sentiment analysis. In a country like India, known for its cultural mosaic, linguistic diversity takes 

on an even more pronounced form. With 28 states and 8 union territories, India has a staggering variety of 

languages, with each state often having its distinct linguistic identity. From Hindi in the north to Tamil in the 

south, from Bengali in the east to Gujarati in the west, the linguistic landscape of India is a testament to its 

vibrant heritage and regional diversity. In today's digital age, where individuals express their opinions and 
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emotions on a myriad of online platforms, sentiment analysis plays a crucial role [2]. People share their 

sentiments on e-commerce platforms about products they purchase [3], voice their concerns on social media 

platforms regarding political issues [4], and engage in discussions on video entertainment sites about various 

content, be it movies, music, or vlogs [5]. These online interactions provide a treasure trove of data for 

understanding public sentiments and opinions [6]. 

However, a significant challenge arises when these sentiments are expressed in native languages [7]. 

Many sentiment analysis classifiers struggle to comprehend and analyze text written in languages other than 

English, which can limit their effectiveness in capturing the true sentiment of the users [8]. This language 

barrier poses an issue in accurately collecting public sentiments, especially in multilingual and multicultural 

societies like India. To address this challenge, researchers and data scientists have turned to machine-learning 

(ML) [9], [10] and deep-learning (DL) [11], [12] approaches. By collecting data from newspapers, websites, 

blogs, and other online sources, they train models to classify sentiments expressed in native languages such 

as Hindi, Malayalam, Tamil, and Kannada (part of the Dravidian language family) [13]. However, despite 

these efforts, the availability of standard datasets for sentiment analysis in Kannada, for example, remains 

limited [14]. Furthermore, existing datasets often lack labelled sentiment polarity, which is essential for 

training sentiment analysis models. Labelling datasets with positive and negative sentiment requires 

significant time and effort, further complicating the process of building accurate classifiers for native 

languages [15]. Additionally, while some classifiers may show promising results, they may focus on specific 

domains like e-commerce sites and overlook other platforms like social media or video content sites, leading 

to a lack of diversity in sentiment analysis approaches [16]. As a result, there is a pressing need for more 

comprehensive research that considers diverse linguistic contexts, selects relevant features across various 

domains, and addresses the challenges posed by native language sentiment analysis. By overcoming these 

issues, more deeper insights into public sentiments across different cultural and linguistic landscapes, 

facilitating more accurate sentiment analysis in diverse digital environments can be acquired. To address the 

aforementioned challenges, this work makes the following contributions: i) Providing a standard Kannada 

dataset that includes sentiment aspects, polarity labels, and overall sentiment analysis of reviews;  

ii) Considering various features and selecting the most relevant ones to achieve optimal results within the 

given domain; iii) Proposing a novel classifier specifically designed for Kannada language sentiment 

analysis; and iv) Conducting a comparative analysis of the proposed classifier with existing ML approaches, 

evaluating performance metrics such as accuracy, precision, recall, and F1-Score.  

By combining these contributions, this work aims to advance the field of sentiment analysis in 

Kannada and address the unique challenges posed by native language sentiment classification. The 

manuscript is structured as follows: section 2 presents the literature survey, providing insights into recent 

works and advancements in Kannada sentiment analysis, section 3 delves into the methodology adopted in 

this work, outlining the overall sentiment classification process by considering relevant features. In section 4, 

the results of the proposed classifier are presented and discussed. Finally, section 5 provides the conclusion 

of the work, summarizing the key findings, contributions, limitations, and future directions of the research. 

 

 

2. LITERATURE SURVEY 

The research conducted in [17] explored the domain of sentiment prediction by utilizing a dataset 

consisting of code-mixed Kannada-English text sourced extracted from Twitter. This dataset was analyzed 

with corresponding sentiments for every post. This work utilized different features such as repetitive 

characters, word and character n-grams. The efficiency of these approaches was subsequently assessed using 

support-vector-machines (SVM) and long short-term memory (LSTM). The results of the study indicated that 

SVM attained an average precision value that ranged from 0.22 to 0.29. Chandrika et al. [18] aimed to delve 

into the complex realm of sentiments conveyed through the biography or narratives published in the Kannada 

language. Their proposed method involved the use of a rule-based strategy to categorize sentiments in 

Kannada documents. The achieved accuracy score of 85% was quite noteworthy, especially when compared 

to the bag-of-words (BoW) method which only achieved an accuracy score of 67%. The need to conduct 

analysis of sentiment on Kannada internet pages, particularly news websites, was highlighted in [19]. The 

Decision-Tree (DT) approach was implemented by the researchers, incorporating an optimized data-

dictionary. The precision rate achieved was 0.85, indicating the proportion of correctly predicted positive 

instances out of the total predicted positive instances. Sunil and Vinay [20] investigated sentiment evaluation 

on translated internet-movie database (IMDB) movie reviews in Kannada, in addition to reviews sourced 

from multiple reputable websites. The researchers put forward an ensemble classification approach, which 

involved combining multiple classification approaches, and reported a notable accuracy score of 89%. In 

[21], delved into the domain of sentiment evaluation encompassing the Kannada, Hindi and English 

languages. To accomplish this task, a neural network architecture based on convolutional-neural-network 

(CNN) and LSTM was employed. The approach developed in their research demonstrated remarkable levels 
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of accuracy, with Hindi datasets achieving a remarkable accuracy level of 99%, English datasets achieving an 

accuracy level of 95%, and Kannada datasets achieving accuracy level of 99%. 

Chakravarthi et al. [22] presented a novel dataset that is multilingual and manually classified into 

different categories of polarity. This dataset focuses on the Dravidian languages and was obtained through 

social-media reviews. The researchers employed conventional ML approaches along with transformer 

approaches such as cross-lingual language model, self-supervised cross-lingual model, bidirectional encoder 

representations from transformers (BERT), character BERT, distil BERT, and optimized BERT (RoBERTA) 

to conduct sentiment evaluation and inappropriate language identification. The effectiveness of these 

approaches was evaluated on datasets containing code-mixed text. Moreover, through the utilization of a 

constrained Kannada corpora, Shankar and Swamy [23] employed SVM to enhance sentiment categorization. 

Their approach yielded notable results, with a classification accuracy of 68%, precision of 80%, recall of 

62%, along with an F-Score of 70%. Shankar et al. [24] investigated the application of ML and ensemble 

approaches for sentiment assessment on COVID-19 data in the Kannada language. Various approaches 

including logistic regression (LR), random forest (RF), XGBoost (XGB), AdaBoost (AB), voting classifier 

(VC), and gradient boosting (GB), were employed to analyze the data. The results indicated that the achieved 

accuracy, precision, recall, and F-Score ranged from 62% to 68%. Finally, a study conducted by Sreelakshmi 

et al. [25] utilized different transformer-based embedding approaches to analyze and identify such content. 

The researchers discovered that the MuRIL pre-trained embedding (a part of BERT) exhibited uniform and 

impressive performance throughout various datasets. It achieved remarkably high accuracy rates, varying 

from 66% to 96%, when applied to Kannada, Tamil and Malayalam datasets. From the above literature 

survey, it is seen that very limited labelled data is available for Kannada sentiment analysis. Also, it is seen 

that most of the works have utilized BERT approach to achieve better accuracy rates. Some of the works 

have used ML classifiers, but have achieved less accuracy which ranges from 66% to 80%. Hence, in this 

work, we present a novel Kannada dataset by converting the SemEval 2014 Task 4 dataset. Further, in this 

work we present a model based on BERT called as Kannada-BERT probability clustering classifier  

(K-BERT-PC). The methodology for the K-BERT-PC classifier is discussed in the next section. 

 

 

3. METHOD 

3.1.  Architecture 

The architecture for sentiment classification using K-BERT-PC classifier is presented in Figure 1. It 

begins with the acquisition of raw text data from the SemEval 2014 Task 4 dataset, renowned for its rich 

aspects, aspect terms, and polarity annotations. The next step involves the conversion of this English data to 

Kannada using Google Translate, expanding the linguistic diversity of the dataset. Following data, the raw data 

undergoes preprocessing to enhance its suitability for analysis. Further, K-BERT and probability-clustering 

(PC) model utilized to evaluate sentiment polarity (positive, negative, or neutral) for each text segment. 

 

 

 
 

Figure 1. Architecture of K-BERT-PC classifier 
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3.2.  Dataset collection 

In this study, this work initially focused on the SemEval 2014 Task 4 dataset [26]. This dataset is 

renowned for its rich collection of aspects, aspect terms, and polarities, making it a valuable resource for 

sentiment analysis and related tasks. To further enhance the dataset’s utility and diversity, this work 

translated the SemEval dataset from English to Kannada using Google Translate. This translation process 

allowed us to create both training and testing data in Kannada, thereby expanding the scope and applicability 

of the works analysis. The decision to utilize the SemEval 2014 dataset stems from its comprehensive 

coverage of various aspects and different polarities. By leveraging this dataset and translating it into 

Kannada, this work aimed to explore sentiment analysis within the Kannada language domain while 

benefiting from the well-structured and annotated SemEval dataset.  

 

3.3.  Preprocessing 

In the preprocessing stage, the first step involved tokenization, which is the process of breaking 

down a sentence into individual words or tokens. This step aids in structuring the text for further analysis by 

separating it into its constituent elements. Following tokenization, normalization was performed to convert 

uppercase words to lowercase, ensuring uniformity in the text data. Additionally, symbols were removed 

from the raw data to eliminate noise and streamline the text. Subsequently, the data underwent stemming, 

lemmatization, and stopword removal processes. Stemming involved reducing words to their root or base 

form, lemmatization involved grouping inflected forms of words to their lemma or dictionary form, 

and stopword removal involved eliminating common words that do not contribute significantly to the 

meaning of the text. 

 

3.4.  K-BERT 

The BERT approach is an ML approach that utilizes transformers for pre-training textual data in the 

field of natural-language-processing (NLP) [27]. This work aims to optimize the performance of BERT by 

incorporating additional layers such as dense and classification layers and presenting a novel BERT model 

called as K-BERT for the Kannada sentiment analysis as presented in Figure 2. 

 

 

 
 

Figure 2. K-BERT classifier 

 

 

Furthermore, the transformer-encoder utilized in K-BERT approach has been subjected to fine-

tuning specifically for the Kannada dataset in this study. Initially, in this work, the pre-processed review was 

taken as input for the K-BERT. Instead of using the unigrams as input, the K-BERT approach uses the 

𝑇𝑟𝑖𝑔𝑟𝑎𝑚𝑠’𝑛’𝑇𝑎𝑔𝑠 (𝑇𝑛𝑇) part-of-speech (PoS) tagging method [28], [29]. As presented in Figure 2, there are 

two tokens present in input, i.e., at right a separator token (SEP) and at left a classification token (CLS).  

The function of SEP is to act as a separator between each trigram in the input text. The SEP token ensures 

that each trigram is distinct and identifiable within the input sequence. Also, the function of CLS is to 
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classify or represent each trigram in such a way that it contributes to achieving a meaningful classification for 

the entire sentence or text. The CLS token is typically used in BERT models as the first token in the input 

sequence and is associated with tasks like sentiment analysis, where the model learns to classify the 

sentiment of the entire sentence based on the representation generated by the CLS token. Additionally, this 

work considers one-hot encoding approach for trigrams. This encoding method helped in creating a 

numerical representation of trigrams that were fed into K-BERT for sentiment analysis tasks. Further, the 

trigrams, were converted into positional and token embeddings. In positional embedding, the input sentence 

is defined as 𝐸 = {𝐸1, 𝐸2, 𝐸3, . . . 𝐸𝑛} ∈ 𝑅
𝑛×𝑑𝑖𝑚𝐸, where 𝐸𝑛 represents the position of word, 𝑅𝑛 represents 

review sentence and 𝑑𝑖𝑚E represents dimension of position embedding. Moreover, the positional embedding 

is evaluated as (1), (2). 

 

𝑃𝐸(𝑝𝑜𝑠, 2𝑖) = 𝑠𝑖𝑛 ( 
𝑝𝑜𝑠

1000
2𝑖
𝑑ℎ

) (1) 

 

𝑃𝐸(𝑝𝑜𝑠, 2𝑖  1) = 𝑐𝑜𝑠 ( 
𝑝𝑜𝑠

1000
2𝑖
𝑑ℎ

) (2) 

 

where, 𝑝𝑜𝑠 represents the position, 𝑖 represents embedding dimension, 2𝑖 and 2𝑖  1 indicate alternating 

dimensions or indices within the positional embedding. The equation (1) and (2) generates a sinusoidal or 

cyclical pattern in the positional embedding based on the position of tokens in the input sequence. Further, 

the token embeddings are defined as W = {W1,W2,W3, . . .Wn} ∈ 𝑅
𝑛×𝑑𝑖𝑚W , where 𝑊𝑛 represents tokens for 

the words and 𝑑𝑖𝑚W represents dimension of token embedding. Both these embeddings, i.e., 𝐸 and 𝑊 are 

concatenated. Hence, the concatenated embeddings are achieved as 𝑑𝑖𝑚𝑐=𝑑𝑖𝑚E+𝑑𝑖𝑚E. The 𝑑𝑖𝑚𝑐 is used as 

an input for the transformer encoder layer. 

In the standard BERT transformer encoding layer, each component plays a crucial role in processing 

the input data and extracting meaningful representations. The input embedding layer converts tokens or 

words in the input sequence into high-dimensional vector representations, encoding semantic information 

based on pre-trained or learned embeddings. The positional encoding layer provides relative positional 

information, aiding in distinguishing token order and ensuring distinct embeddings for tokens with similar 

meanings but different positions. The multi-head attention layer computes attention scores between tokens, 

allowing focus on relevant parts of the input sequence and capturing complex dependencies with multiple 

attention heads. Finally, the fully connected layer, comprising the “add and norm” layer and the feed-forward 

neural network, integrates attention outputs with input embeddings, applies normalization, and utilizes non-

linear transformations to capture intricate patterns, thus enabling the extraction of hierarchical representations 

vital for various natural language processing tasks. In this work, the multi-head attention layer has been fine-

tuned for sentiment analysis. The multi-head attention layer has been shown in Figure 3. 

 

 

 
 

Figure 3. Multi-head attention framework 

 

 

In the multi-head attention process, distinct query vectors are defined for different sequence tasks. 

Typically, the input to an attention function comprises a query 𝑞 and a set of keys, where each key is denoted 
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as 𝑘 = {𝑘1, 𝑘2, 𝑘3, . . . 𝑘𝑛}. It is important to note that in NLP tasks, 𝑘𝑒𝑦 = 𝑣𝑎𝑙𝑢𝑒. The scaled dot product 

attention for multi-head attention is computed by calculating the weights through the dot product operation 

between the 𝑘𝑒𝑦𝑠 and the query 𝑞. This process results in a distribution of attention scores, which is 

determined using (3). In (3), the variable 𝑠 signifies the semantic gain, a parameter crucial for determining 

the semantic relevance between a word and its context. This calculation process is referred as the scoring 

process which plays a pivotal role in assessing the significance of the word within its surrounding context. 

The scoring process itself is computed using (4). 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑘, 𝑞) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝑠(𝑘, 𝑞)) (3) 

 

𝑠 =  𝑘𝑡𝑎𝑛ℎ ([𝑘𝑖 , 𝑞𝑗].𝑊𝑎) (4) 

 

Here, 𝑠 denotes the semantic gain or relevance score, 𝑘 represents the key vector, [𝑘𝑖 , 𝑞𝑗] represents the 

concatenation of the key vector 𝑘𝑖 and query vector 𝑞𝑗, 𝑊𝑎 represents the weight matrix associated with the 

attention process, and 𝑡𝑎𝑛ℎ denotes the hyperbolic tangent function. The dot product [𝑘𝑖 , 𝑞𝑗]. 𝑊𝑎 followed by 

the hyperbolic tangent activation function computes the final relevance score 𝑠 based on the interaction 

between the key and query vectors weighted by the attention matrix 𝑊𝑎. In this work, eight heads were 

employed within the multi-head attention process, as individual parameters cannot effectively share a single 

head. This design choice stems from the utilization of linear projections to glean information from distinct 

subspaces, where the values of keys (𝑘) and queries (𝑞) tend to exhibit rapid fluctuations. The functioning of 

the multi-head attention process is further defined through (5) and (6), explaining its role in processing and 

contextualizing input data effectively. 

 

ℎ𝑒𝑎𝑑𝑖 = 𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑘, 𝑞) (5) 

 

𝑀𝐻𝐴 =  (ℎ𝑒𝑎𝑑1 ⨁ℎ𝑒𝑎𝑑2 ⨁ ℎ𝑒𝑎𝑑3…⨁ℎ𝑒𝑎𝑑ℎ).𝑊𝑜 (6) 

 

This (5) represents the calculation of an attention head (ℎ𝑒𝑎𝑑𝑖) within the multi-head attention 

process. The attention function is applied to the key (𝑘) and query (𝑞) to compute the attention scores.  

The equation (6) represents the multi-head attention output. The outputs of all attention heads 

(ℎ𝑒𝑎𝑑1, ℎ𝑒𝑎𝑑2, ℎ𝑒𝑎𝑑3, … , ℎ𝑒𝑎𝑑𝑛) are concatenated ⊕ and then multiplied by a weight matrix 𝑊𝑜 to obtain 

the final output of the multi-head attention process. Also, ℎ ∈ [1,8] signifies the range of values for the 

weight 𝑊𝑜 which belongs to 𝑅(𝑑𝑖𝑚(ℎ𝑖𝑑𝑑𝑒𝑛))×(𝑑𝑖𝑚(ℎ𝑖𝑑𝑑𝑒𝑛)). Here, 𝑑𝑖𝑚(ℎ𝑖𝑑𝑑𝑒𝑛) represents the hidden dimension. 

The purpose of introducing the attention function is to offer a more direct pathway for inputs, thus addressing 

the vanishing-gradient problem. This attention mechanism directs focus by enhancing the hidden and output 

states from preceding blocks with a context vector 𝐶𝑖 as defined by (7). The equation (7) represents the 

computation of the context vector 𝐶𝑖, which is obtained by summing up the attention-weighted 

representations of the input tokens ℎ𝑗 based on their relevance scores 𝑎𝑖𝑗  for the 𝑖𝑡ℎ output token. This 

attention computation is done using (8) and (9). 

 

𝐶𝑖 = Σ𝑗=1
𝑇𝑥 𝑎𝑖𝑗ℎ𝑗   (7) 

 

𝑎𝑖𝑗 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑒𝑖𝑗) =  
𝑒𝑥𝑝 (𝑒𝑖𝑗)

Σ
𝑗=1
𝑇𝑥  𝑒𝑥𝑝 (𝑒𝑖𝑘)

 (8) 

 

𝑒𝑖𝑗 = 𝑓(𝑆𝑖−1, ℎ𝑖) (9) 

 

The (8) computes the attention weights 𝑎𝑖𝑗  for each token pair (𝑖, 𝑗) in the input sequence. The 

softmax function ensures that the weights sum up to 1, representing the importance or relevance of each 

token in the sequence with respect to the current token being processed. Further, in (9), the function 𝑓 

represents the alignment model, which assesses the scores indicating how well the inputs surrounding the 𝑗 
output at the 𝑖 position align or correlate. The hidden state 𝑆𝑖−1 is derived from the previous time step and 

contributes to the computation of the alignment scores. Moreover, this work has expanded upon the 

established BERT framework, as illustrated in Figure 2, by integrating a classification layer and a dense 

layer. The main purpose of this enhancement is to empower the model to produce tag sequences for input 

sentences. To mitigate the potential of overfitting, a dropout normalization technique has been specifically 

applied to the dense layer. After the K-BERT process the sentiment polarity is achieved, i.e., whether it is 

positive, negative or neutral. 
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3.5.  Probability clustering 

Probability-clustering (PC) has emerged as a powerful tool for extracting aspects and discovering 

hidden patterns [30], [31] through different reviews 𝑅. The PC possesses the capability to perform data 

analysis and generate topic-vectors by utilizing a sequence of probability distributions. The PC approach has 

demonstrated remarkable efficacy in the domain of text-clustering and topic-modeling. In PC, the η and 𝛼 

represents the Dirichlet parameter (probability distribution), 𝛽𝐾 represents topics present in the dataset 

cluster, 𝑛 denotes the 𝑛𝑡ℎ positioned word in the corpus review 𝑅, 𝑊𝑅,𝑛 denotes the observed words in the 

cluster of reviews, 𝑍𝑅,𝑛 denotes per-word topic and 𝜃𝑅 represents per-document topic. This work assumes the 

prior-distribution of reviews as Dirichlet-distribution [32]. Hence, the overall distribution for PC model is 

evaluated using Gibbs-Sampling [33] as presented in (10). Also, the coherence score is evaluated using (11) 

[32]. 

 

𝑝(𝒲𝑅 , 𝑧𝑅 , 𝜃𝑅, 𝛽𝑘|𝛼, 𝛽) = ∏ 𝑝(𝜃𝑅|
𝑁
𝑛=1 𝛼)𝑝(𝑧𝑅𝑛|𝜃𝑅)𝑝(𝛽𝑘|𝛽)𝑝(𝒲𝑅𝑛|𝛽𝑘) (10) 

 

𝜙𝑆𝑖(�⃗� , �⃗⃗� ) =
∑ 𝑢𝑖∙𝑤𝑖
|𝑊|
𝑖=1

||�⃗⃗� ||2∙||�⃗⃗� ||2
 (11) 

 

where 𝜙 represents the confirmation measure, 𝑆𝑖 represents the pair of vectors 𝑢 and 𝑤. �⃗�  and �⃗⃗�  represent 

cosine vector similarity. After the evaluation of the coherence score, the cluster of topics having highest 

coherence score is selected and then the topics are selected and its respective aspects are extracted. 

 

3.6.  K-BERT-PC 

To enhance sentiment classification and topic mining extraction, this work has integrated the 

K-BERT classifier with PC using a combined representation approach. The combined representation 

approach merges the strengths of K-BERT and PC to achieve comprehensive text analysis. K-BERT, a 

customized BERT model for Kannada sentiment analysis, excels in understanding contextual information 

and sentiment expressions within text data. On the other hand, PC is better for topic modeling and aspect 

extraction, uncovering hidden patterns and thematic structures within textual content. By integrating these 

two models, the combined representation approach leverages K-BERT’s deep contextual understanding for 

sentiment classification and PC’s capability to extract meaningful topics and aspects from text data. This 

enables a more holistic analysis, providing valuable insights into sentiment trends, thematic content, and 

underlying sentiments associated with specific topics or aspects in textual content. Overall, the combined 

representation approach maximizes the analytical capabilities and utility of both K-BERT and PC, enhancing 

the overall text analysis process. In the next section, the results for the K-BERT-PC classifier are discussed 

and compared with existing works. 

 

 

4. RESULTS AND DISCUSSION 

The K-BERT-PC classifier was evaluated on a Windows 11 operating system consisting of 16 GB 

of RAM. The Anaconda platform was considered for building the classifier. The Anaconda built in Python 

framework was used. Most of the Natural Language Toolkit (NLTK) libraries were used for evaluation. 

Further, for evaluation of K-BERT-PC, the following performance metrics were used. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
  (12) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (13) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (14) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2×𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑅𝑒𝑐𝑎𝑙𝑙
 (15) 

 

where 𝑇𝑃 is true positive, 𝐹𝑃 is false positive, 𝑇𝑁 is true negative, and 𝐹𝑁 is false negative. The results were 

compared with different classifiers presented in [24]. Additionally, Table 1 presents a subset of testing 

examples extracted from the dataset. This table offers a glimpse into the actual data used for evaluating the 

classifier's performance, showcasing a representative sample of instances with their corresponding sentiment 

labels.  
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Table 1. Test dataset 
SL. No. English Kannada 

1 Strong build though which really adds to its 
durability. 

ಬಲವಾದ ನಿರ್ಾಾಣ ಆದರೂ ಇದು ನಿಜವಾಗಿಯೂ ಅದರ ಬಾಳಿಕೆಗೆ ಸೆೇರಿಸುತ್ತದೆ. 

2 I can say that I am fully satisfied with the 

performance that the computer has 
supplied. 

ಕಂಪ್ಯೂಟರ್ ಒದಗಿಸಿದ ಕಾಯಾಕ್ಷಮತೆಯಂದಿಗೆ ನಾನು ಸಂಪ್ಯಣಾವಾಗಿ 

ತ್ೃಪ್ತನಾಗಿದೆದೇನೆ ಎಂದು ನಾನು ಹೆೇಳಬಲ್ೆ.ೆ 
3 The battery life is excellent- 6-7 hours 

without charging. 
ಬಾೂಟರಿ ಬಾಳಿಕೆ ಅತ್ುೂತ್ತಮವಾಗಿದೆ - ಚಾರ್ಜಾ ರ್ಾಡದೆಯೇ 6-7 ಗಂಟೆಗಳು. 

4 The Apple engineers have not yet 

discovered the delete key. 
ಆಪ್ಲ್ ಇಂಜಿನಿಯರ್್ಗಳು ಇನೂೂ ಡಿಲೇಟ್ ಕೇಯನುೂ ಕಂಡುಹಿಡಿದಿಲ.ೆ 

5 Only problem that I had was that the track 
pad was not very good for me, I only had a 

problem once or twice with it, but probably 

my computer was a bit defective. 

ನಾನು ಹೊಂದಿದದ ಒಂದೆೇ ಸಮಸೊಯಂದರೆ ಟಾಯಾಕ್ ಪ್ಾೂಡ್ ನನಗೆ ತ್ುಂಬಾ 

ಒಳ್ೆೆಯದಲೆ, ನನಗೆ ಅದರೊಂದಿಗೆ ಒಂದು ಅಥವಾ ಎರಡು ಬಾರಿ ರ್ಾತ್ಯ ಸಮಸೊ 
ಇತ್ುತ, ಆದರೆ ಬಹುಶಃ ನನೂ ಕಂಪ್ಯೂಟರ್ ಸವಲಪ ದೊೇಷಯುಕತವಾಗಿತ್ುತ. 

6 Lastly, Windows 8 is annoying. ಕೊನೆಯದಾಗಿ, ವಂಡೊೇಸ್ 8 ಕರಿಕರಿ. 

 

 

Table 2 consists of six examples in both English and Kannada languages, along with their 

corresponding polarity scores and sentiments. Upon analysis, it is observed that examples 1, 3, and 4 convey 

positive sentiments with high polarity scores (0.9564, 0.8954, and 0.9875, respectively), indicating 

satisfaction or approval. Conversely, examples 2, 5, and 6 express negative sentiments with lower polarity 

scores (0.2358, 0.1285, and 0.025, respectively), highlighting dissatisfaction or criticism. Additionally, 

example 5 exhibits different sentiment, mentioning a specific problem while acknowledging the possibility of 

a defective product. Overall, the dataset showcases a range of sentiments expressed by users, providing 

valuable insights into their experiences and perceptions. 

 

 

Table 2. Sentiment evaluation 
SL. No. English Kannada Polarity Score/Sentiment 

1 Strong build though which really 

adds to its durability. 
ಬಲವಾದ ನಿರ್ಾಾಣ ಆದರೂ ಇದು ನಿಜವಾಗಿಯೂ ಅದರ 

ಬಾಳಿಕೆಗೆ ಸೆೇರಿಸುತ್ತದೆ. 
0.9564/Positive 

2 The Apple engineers have not yet 
discovered the delete key. 

ಆಪ್ಲ್ ಇಂಜಿನಿಯರ್್ಗಳು ಇನೂೂ ಡಿಲೇಟ್ ಕೇಯನುೂ 
ಕಂಡುಹಿಡಿದಿಲೆ. 

0.2358/Negative 

3 I can say that I am fully satisfied 

with the performance that the 
computer has supplied. 

ಕಂಪ್ಯೂಟರ್ ಒದಗಿಸಿದ ಕಾಯಾಕ್ಷಮತೆಯಂದಿಗೆ ನಾನು 
ಸಂಪ್ಯಣಾವಾಗಿ ತ್ೃಪ್ತನಾಗಿದೆದೇನೆ ಎಂದು ನಾನು ಹೆೇಳಬಲ್ೆ.ೆ 

0.8954/Positive 

4 The battery life is excellent- 6-7 

hours without charging. 
ಬಾೂಟರಿ ಬಾಳಿಕೆ ಅತ್ುೂತ್ತಮವಾಗಿದೆ - ಚಾರ್ಜಾ ರ್ಾಡದೆಯೇ 
6-7 ಗಂಟೆಗಳು. 

0.9875/Positive 

5 Only problem that I had was that 

the track pad was not very good for 

me, I only had a problem once or 
twice with it, but probably my 

computer was a bit defective. 

ನಾನು ಹೊಂದಿದದ ಒಂದೆೇ ಸಮಸೊಯಂದರೆ ಟಾಯಾಕ್ ಪ್ಾೂಡ್ 

ನನಗೆ ತ್ುಂಬಾ ಒಳ್ೆೆಯದಲೆ, ನನಗೆ ಅದರೊಂದಿಗೆ ಒಂದು 
ಅಥವಾ ಎರಡು ಬಾರಿ ರ್ಾತ್ಯ ಸಮಸೊ ಇತ್ುತ, ಆದರೆ ಬಹುಶಃ 
ನನೂ ಕಂಪ್ಯೂಟರ್ ಸವಲಪ ದೊೇಷಯುಕತವಾಗಿತ್ುತ. 

0.1285/Negative 

6 Lastly, Windows 8 is annoying. ಕೊನೆಯದಾಗಿ, ವಂಡೊೇಸ್ 8 ಕರಿಕರಿ. 0.025/Negative 

 

 

The provided Figure 4 presents the accuracy scores of different classifiers used for sentiment 

analysis. From the figure, it is observed that the traditional ML classifiers such as RF, LR, XGB, AB, and GB 

achieve accuracy scores ranging from 0.6 to 0.67. Notably, the K-BERT-PC classifier outperforms all other 

classifiers with an impressive accuracy score of 0.91. Figure 5 presents the precision scores of different 

classifiers used for sentiment analysis. From figure, it is observed that the traditional ML classifiers such as 

RF, LR, XGB, AB, and GB achieve precision scores ranging from 0.6 to 0.67. The K-BERT-PC classifier 

stands out with the highest precision score of 0.92 among all classifiers. Figure 6 presents the recall scores of 

different classifiers used for sentiment analysis. Analyzing the figure reveals that traditional ML classifiers 

such as RF, LR, XGB, AB, and GB achieve recall scores ranging from 0.6 to 0.67. The K-BERT-PC 

classifier stands out with the highest recall score of 0.91 among all classifiers. Figure 7 shows the F1-Score. 

From figure, it is observed that traditional ML classifiers such as RF, LR, XGB, AB, and GB achieve F1-

Scores ranging from 0.6 to 0.67. The K-BERT-PC classifier stands out with the highest F1-Score of 0.93 

among all classifiers. 
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Figure 4. Accuracy 

 

Figure 5. Precision 

  

 

  
 

Figure 6. Recall 

 

Figure 7. F-Score 

 

 

5. CONCLUSION 

In conclusion, it is evident from existing research that there exists a scarcity of labelled datasets 

specifically designed for Kannada sentiment analysis. Additionally, there has been limited exploration in 

terms of feature selection for sentiment analysis in Kannada. To address this issue, the present study 

introduces a novel Kannada dataset derived from the SemEval 2014 Task4 dataset through Google Translate. 

Furthermore, this work introduces the K-BERT-PC classifier, which incorporates a modified BERT model 

along with a probability clustering approach. The experimental results demonstrate that K-BERT-PC 

achieves superior performance in terms of polarity and sentiment analysis accuracy. Specifically, the  

K-BERT-PC classifier achieves an impressive accuracy rate of 91%, outperforming existing classifiers. For 

future research work, this work can be expanded to include testing on various other Kannada sources such as 

documents, newspapers, and reviews from different websites, thereby contributing to further advancements 

in Kannada sentiment analysis. 
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