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 Preterm birth (PTB) is a major cause of child and mother mortality, a PTB 

classification model can assist in assessing the health condition ahead of 

time and help avoid complications during childbirth. Mother’s significant 

feature (MSF) dataset created for this study has features derived from 

mother’s physical, lifestyle, social and stress attributes. MSF dataset consists 

of 119 features of 1,000 mothers with 172 preterm and 828 full-term 

deliveries, resulting in issues of dataset imbalance namely class 

inseparability and classification bias. To overcome the imbalance issue, a 

novel algorithm named majority penalizing minority upsampling (MPMU) is 

proposed. MPMU forms clusters looking into the degree of dataset 

imbalance, it analyses the composition of each cluster individually and 

computes the varied penalty for majority class instances. It further balances 

dataset composition by oversampling minority class instances. MPMU 

processed dataset is further used to train the proposed 6L-ANN network 

which finds the probability of occurrence of PTB. The proposed model has 

shown efficient results on MSF sub-datasets with precision values ranging 

from 0.90 to 0.97, area under the curve (AUC) between 0.86 to 0.99, and 

prediction accuracy ranging from 93.04% to 99.47%. Experiment results 

show that a mother’s lifestyle and stress features have a strong influence on 

the childbirth outcome. 
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1. INTRODUCTION 

Maternal health and childbirth experience have always been a priority concern across the globe. 

There are many complications that mother and child can go through during childbirth, one such complication 

is when the childbirth takes place before 37 weeks of pregnancy which is termed preterm birth (PTB). PTB is 

a leading cause of underdeveloped baby organs, maternal mortality and child mortality [1]. In today’s era 

with rapid societal and lifestyle changes, the PTB cases are increasing rapidly. A PTB classification model 

can help to assess the health condition of a woman ahead of time to prevent any future health complications. 

Pregnancy outcomes are closely associated with the health of the mother [2]. A large number of health issues 

that women face is associated with their lifestyle, relationship with family, social surroundings, stress level, 

and physical health. All these factors influence their reproductive health as well [3] and hence information 

associated with the mother’s mental and physical health can be used for the prognosis of PTB. Exploring 

machine learning methods and tools on the mother’s health dataset can be of great help towards finding 

useful patterns and facts for a better understanding of PTB. Considering the size of the population, medical 

https://creativecommons.org/licenses/by-sa/4.0/


                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 6129-6139 

6130 

domain datasets are found to be highly imbalanced with fewer instances of diseased patients [4]. Lack of 

density in imbalanced datasets frequently results in learning models failing to discover unusual patterns and 

having classification bias towards the majority class, thus resulting in minority class misclassification  

[5], [6]. This makes imbalanced data handling a high-priority issue that needs to be addressed for efficient 

classification of health conditions.  

Observing the recent work in the maternal, childbirth domain and specifically in the PTB domain 

[7], firstly it was observed that majorly the researchers and experts are from the medical domain and they 

have focused on PTB classification models by using existing statistical methodologies and have not focused 

on dataset enhancement techniques and modern heuristic classification methods. Secondly, there is no 

standard dataset and researchers are relying on small local datasets with majority data consisting of obstetric 

features and test results and have not worked on the influencing factors that affect these test results. To fill 

this gap a dataset titled mother’s significant feature (MSF) is created for this study, through rigorous 

interaction with gynecologists with the aim to derive the influencing features depicting mother’s physical 

health, lifestyle, social surroundings and stress.  

Looking into the imbalanced dataset handling methods across different domains, it is observed that 

researchers have come up with different techniques which are broadly divided into three categories namely 

pre-processing, cost-sensitive learning and ensemble learning methods [8], [9]. Pre-processing methods work 

on strengthening the minority and suppressing the majority samples before classification. The dataset can be 

pre-processed based on instances or features. Instance-based methods either over-sample minority instances 

or under-sample majority instances or both [10]–[12]. Many researchers have used cluster-based fuzzy 

weighing [13] and approaches where resampling of clusters is proposed [14], [15], these researchers have 

focused on changing the size of clusters by over-sampling and under-sampling and have not worked on 

understanding the impact of instances falling under different clusters towards class separability. Feature 

selection methods pre-process datasets by observing features, these methods are broadly divided into three 

categories, namely filter methods, wrapper methods and embedded methods [16], [17]. These methods look 

into the strength of a feature individually or in combination with other features towards efficient 

classification. The issue with pre-processing methods is that it is difficult to decide on the change in the 

distribution of the database to suit the given problem [8]. 

Cost-sensitive methods are used to solve categorization problems when the costs of incorrect 

classification differ depending on the instances and features. These techniques panelize to reduce losses faced 

due to misclassification [18]. As the cost is assessed considering the imbalance in the dataset, these methods 

are found to be efficient in handling imbalanced datasets. Cost can be incorporated into the classifier’s 

training process as a cost matrix or threshold. To create a cost-sensitive classifier, researchers have followed 

methodologies like modifying the goal function using a weighing strategy [19]–[21], changing the decision 

thresholds, the learning process [22], the encoding network [23], and one-class approach [24], [25]. Although 

these techniques are simple to use, overfitting problems could arise [8]. The intricacy of cost calculation may 

be one of the main reasons why cost-sensitive approaches are less popular than resampling methods, even 

though these methods are effective [26]. When a single classifier fails to work efficiently on an imbalanced 

dataset, multiple classifiers are considered while deciding the final outcome [27]. These types of methods are 

called ensemble methods. Bagging and Boosting are two different kinds of ensemble approaches [28]. The 

majority of ensemble models have taken cost-sensitive and resampling techniques into account [26]. 

Literature suggests that dataset imbalance can be handled by processing datasets or customizing prediction 

algorithms, the former being a more common choice among researchers. This research aims to overcome 

issues in the maternal domain by creating a dataset depicting mother’s physical, lifestyle, social and stress-

related features. Further, a novel imbalance handling method is proposed to overcome the bias and 

inseparability issues found in the created dataset.  

 

 

2. METHOD 

Researches in the PTB domain are based on limited observations from medical records and have not 

focused on the lifestyle, stress and social aspects of a woman’s life that may also contribute to her maternal 

health. For the same reason, this research delves into the examination of both the mental and physical health 

of mothers, leading to the creation of a corresponding dataset. Observing the current population, it is realized 

that the dataset majorly consists of full-term birth (FTB) cases and few PTB cases, thus resulting in 

imbalanced dataset formation. Towards this, a novel clustering-based algorithm named majority penalizing 

minority upscaling (MPMU) is proposed to handle the data imbalance by focusing on minimizing the impact 

of majority dominance that may influence the classification results. Further, a neural network named  

6L-ANN is proposed that classifies the instance outcome being preterm or full-term. Figure 1 shows the 

architecture of the proposed model. 
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Figure 1. Architecture of proposed model 

 

 

2.1.  Mother’s significant feature dataset 

With the aim to work towards the betterment of mother and child, a dataset titled MSF dataset is 

created. MSF dataset gives an insight into the mother’s mental and physical health conditions across three 

phases (teenage, after marriage, during pregnancy) of her reproductive age. The majority of the women who 

delivered babies between February 2018 and September 2019 at D. Y. Patil Hospital, located in the Mumbai 

Metropolitan Region of India, were interviewed. MSF dataset consists of 119 features of 1,000 women, 

which are further divided into four categories namely physical (22 features), social (19 features), lifestyle  

(68 features), and stress (10 features). Out of all the records 172 women had Preterm delivery while 828 had 

full-term delivery. Details about the planning, challenges and procedures followed to create the MSF dataset 

are mentioned in our previous work [29]. MSF dataset is partially available online [30]. Our previously 

proposed methods on the MSF dataset include models like Variation and Information based random forest 

(VIBRF) [31], [32] which focuses on relevant feature selection and random forest based fuzzy feature 

weighing for class imbalance (RFFWCI) [33] which weighs features for imbalance handling. This study, 

proposes MPMU method which realizes the contribution of instances of the dataset towards imbalance issue. 

To validate the performance of the proposed MPMU method, seven standard imbalanced datasets from the 

Keel repository [34] are used for experimentation. 

 

2.2.  Proposed imbalance handling method 

As discussed in the literature under section 2, existing cluster-based approaches have relied on 

resampling and have looked upon the clusters individually and not in relation to the dataset as a whole. The 

proposed imbalance handling method MPMU provides a novel complete solution where clusters are analyzed 

individually as well as in relation to the overall dataset and instances are weighted by investigating the 

cluster, they fall in. MPMU consists of two major components namely instance weighing (IW) and random 

over sampling (ROS), which are explained further in this section.  

 

2.2.1. Majority penalizing minority upscaling  

The proposed MPMU algorithm aims at understanding the mixing up of majority class instances 

with minority class instances. MPMU algorithm works on majority instances with an IW method and on 

minority instances by randomly upscaling them. MPMU algorithm uses k-means clustering to group similar 

instances together, considering intra-cluster variance as expressed in (1) for 𝑘 clusters and 𝑛 instances with 𝑐𝑗 

as the centroid of the cluster. 

 

𝑗 =  ∑ ∑  𝑛
𝑖=1

𝑘
𝑗=1 ∥ 𝑥𝑖

(𝑗)
− 𝑐𝑗 ∥2 (1) 

 

Weights of majority instances are decided based on the composition of the cluster they fall in, thus 

the number of clusters 𝑀 to be formed reflects the proportion of majority class instances in the whole dataset 

i.e. probability of occurrence of majority class as shown in (3) of Table 1, where 𝑃(𝑀𝑖𝑛) is the probability of 

occurrence of minority instance and 𝑃(𝑀𝑎𝑗) is the probability of occurrence of majority instance in the 

dataset. 𝑀 is directly proportional to the dataset imbalance, with more imbalance in the dataset greater 

number of clusters will be formed, same can be seen in Table 2. A perfectly balanced dataset will have two 

clusters with very minimal mix. Figure 2 shows the flowchart for the proposed architecture using MSF 

dataset, MPMU and 6L-ANN. Input to the model is the MSF dataset and output is a fuzzy value depicting the 

probability of occurrence of PTB and full-term birth. In Figure 2, the blue color boxes show the steps 

involved for majority instance handling i.e. IW, the green color box depicts the work done for the minority 

class and the grey color boxes denote the processing of the dataset as a whole. MPMU algorithm is 

mentioned in Table 1. 
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Table 1. MPMU algorithm 
Input: Dataset Y with ‘X’ instances and ‘F’ features  

Output: Processed majority and minority instances 

 

1. Calculate dataset imbalance ‘DI’  

  

𝐷𝐼 =  
𝐴

𝐵
   

 

 

(2) 

2. Calculate the number of clusters ‘M’, to be formed.  

3. Split dataset Y into ‘M’ clusters.  

  

𝑀 = 𝑃(𝑀𝑖𝑛 𝑈 𝑀𝑎𝑗) − 𝑃(𝑀𝑖𝑛) 
 

 

(3) 

4. Create vector V_CMC[] of size X.  

5. for N=1 to M (each of the M clusters) 

calculate within Cluster Imbalance ‘CIN’ 

 

𝐶𝐼𝑁 =
𝐶𝑁𝐴

𝐶𝑁𝐵
  

 

 

 
 

(4) 

6. for i=1 to X (each of the X instances) 

• identify cluster ‘N’ within which instance ‘i’ falls. 

• identify CIN for cluster ‘N’ 

       if (CIN <  or CIN < DI) 
              CMCN=0 

       else 

              CMCN=|CIN–DI|   

• V_CMC[i]=CMCN 

 

 

 

 

 

 

(5) 

7. for i=1 to X (across X instances) 

      for j=1 to F (across F features) 

              if (Minority instance) 

                  Y[i][j]=Y[i][j] 

            else  

                  Y[i][j]=Y[i][j]–(*V_CMC[i])   

 

 

 

 

 

(6) 

8. Randomly oversample minority instances such that A=B  

 

 

Table 2. Datasets analysis 
 Dataset No. of features No. of instances Dataset imbalance No. of clusters 

1 Physical 22 1,000 4.82 7 

2 Lifestyle 68 1,000 4.82 7 
3 Stress  10 1,000 4.82 7 

4 Social  19 633 5.95 7 

5 Physical+Lifestyle+Stress  100 1,000 4.82 7 
6 Pima India 7 768 1.86 4 

7 vehicle2 13 988 2.88 6 

8 segment0 10 5,472 6.02 7 
9 ecoli3 7 336 8.6 8 

10 Page-blocks0 8 514 8.79 8 

11 Yeast2_vs_4 8 768 9.08 8 
12 vowel0 19 2,308 9.98 8 

 

 

2.2.2. Majority instance weighing 

A major contribution of the MPMU algorithm is to penalize the majority class instances through the 

IW method. Formed clusters are analyzed to identify the majority class instances which are close to minority 

class instances, thus difficult to identify and causing misclassification. The IW method subdues the identified 

majority class instances by penalizing them. The penalty for each majority class instance is decided by 

looking into the composition of the cluster it falls in. The penalty is not the same for all the majority class 

instances as the aim is to subside only those majority class instances which are inseparable from minority 

class instances. Custer imbalance is calculated for each of the ‘𝑀’ clusters. Cluster imbalance 𝐶𝐼𝑁 of the 𝑁𝑡ℎ 

cluster is calculated as shown in (4) in Table 1, where 𝐶𝑁𝐴 is the number of minority class instances in the 

𝑁𝑡ℎ cluster and 𝐶𝑁𝐵 is the number of majority class instances in the 𝑁𝑡ℎ cluster respectively. dataset 

imbalance (DI) is calculated using (2) in Table 1, where 𝐴 is the number of minority class instances and 𝐵 is 

the number of majority class instances in the dataset. The imbalance of the dataset as a whole plays a 

significant role in deciding the penalty for the majority class instances. If the imbalance within the cluster is 

greater than the imbalance of the dataset, it is considered to be defying the dataset composition and thus, a 

penalty will be applied to the majority instances of such clusters. The proposed algorithm penalizes the 

majority class instances only if the ‘𝐶𝐼’ value of the cluster into which the instance is falling, is greater than 
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the value of ‘𝐷𝐼’. Cluster misclassification cost (CMC) for each of the ‘𝑀’ clusters are different and is 

decided based on the variation between the cluster imbalance and dataset imbalance. 𝐶𝑀𝐶𝑁 value for the 𝑁𝑡ℎ 

cluster is calculated using (5) in Table 1. If the cluster imbalance is very low i.e. below a certain threshold i.e. 

‘’, it shows that the cluster constitutes mainly of the majority class and the presence of the minority class 

can be due to noise or outliers. In this case, majority class instances will not be penalized. For a dataset with 

‘𝑋’ instances, vector 𝑉_𝐶𝑀𝐶[] of size 𝑋, is used to store the CMC values corresponding to each of the 

dataset instances looking into the cluster it falls into. The CMC value of 𝑁𝑡ℎ cluster is calculated using (6) of 

Table 1, considering the imbalance of the cluster and dataset. As shown in (6), while penalising the 𝑗𝑡ℎ 

feature of the 𝑖𝑡ℎ instance,  value is used to normalize the difference between the value of features and 

CMC value. For the MSF dataset, optimal value of  and  is found to be 0.7 and 0.3 after empirical 

analysis. 

 

 

 
 

Figure 2. Flowchart of proposed imbalanced instance handling method 

 

 

2.2.3. Cluster formation  

Figure 3, shows an example for the formation of MPMU clusters and how the positive class 

instances are penalized. In Figure 3, red circles denote minority class instances and the black +(𝑝𝑙𝑢𝑠) sign 

denotes majority instances. In Figure 3, cluster 1 and cluster 4 have instances only from one class, thus there 

is no penalty on these instances. Cluster 2 has a very low imbalance i.e. below threshold , thus no penalty on 

majority class instances. Clusters 3 and 5 have more imbalance as compared to the overall dataset, the 

majority class instances of these clusters are penalized by looking at the composition of the cluster and 

calculating the CMC value as expressed in (6). Different shades of grey for majority class instances (+) in 

Figure 3, depicts the different intensity of the penalty, lighter shade means a higher penalty. MPMU 

algorithm does not penalize minority instances. 
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Figure 3. Cluster formation 

 

 

2.2.4. Minority instance handling  

Even after penalizing the majority class instances, the composition of the dataset remains inclined 

towards the majority class. To balance the composition of the dataset, the MPMU algorithm oversamples the 

minority class instances in the dataset, such that the number of minority class instances gets equal to the 

number of majority class instances as shown in step 8 of Table 1. For the MSF dataset, samples are collected 

by interviewing women from similar geographic and demographic locations. Keeping the same in mind, for 

over-sampling, no synthetic instances are generated instead it is done by random duplication of minority 

samples, thus even after over-sampling the instance, the feature value remains true to the original population 

of the MSF dataset. 

 

2.3.  6L_ANN  

Variations across different hyperparameters of artificial neural network (ANN) models using  

multi-layer perceptron (MLP) with back propagation are used in the experiments. Based on the empirical 

analysis, 6L_ANN, a six-layered ANN architecture is selected for classification which consists of two  

drop-out layers and two activation layers along with an output and an input layer. Rectified linear activation 

unit (ReLU) activation function is used for hidden layers and the output layer uses the sigmoid activation 

function. MSF dataset processed using the proposed MPMU method is further used to train the 6L_ANN 

network to classify PTB and FTB outcomes. 

 

 

3. RESULTS AND DISCUSSION 

This section of the paper presents the classification results using the proposed MPMU method and 

6L-ANN network. Multiple experiments are performed to understand the nature of the proposed methods 

with different classifiers and datasets. To check the imbalance handling efficiency of the MPMU algorithm, 

along with the proposed 6L-ANN, five popular classification algorithms, namely, random forest (RF), 

decision tree (DT), gaussian NB (GNB), k-nearest neighbors (KNN) (𝑛𝑒𝑖𝑔ℎ𝑏𝑜𝑟 = 3), and MLP are used for 

experimentation. Researchers suggest that while working on an imbalanced dataset area under the curve 

(AUC) curve, precision value and prediction accuracy together need to be considered to evaluate the 

performance of the classification task [35], [36]. Prediction accuracy evaluates the overall performance of a 

classifier, AUC value asses the capability to distinguish between the classes, and precision measures the PTB 

class. Thus, this study considers precision, AUC and prediction accuracy for evaluating the performance of 

the proposed method. 

 

3.1.  Datasets analysis 

For experimentation, along with MSF dataset, 7 standard datasets are used. Table 2, shows the 

dataset details in terms of dataset size and imbalance. The first five rows of Table 2, shows MSF datasets 

information and the remaining 7 rows have information about the other standard datasets used. There are 

missing records under social features of the MSF dataset, for the same reason only 633 instances of it are 

considered during experimentation. As shown in Table 2, standard datasets are selected with variations in 

terms of imbalance ratio, number of features and number of instances so that the experimental results validate 

the versatility of the proposed MPMU method. The last column of Table 2 shows the count of clusters 

formed as expressed as ‘𝑀’ in (3), of the MPMU algorithm. For experimentation, all the datasets are 

preprocessed for handling missing values and have been normalized, such that for each record, the sum of the 
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square of normalized values is equal to one. A total of 70% of the whole dataset is taken for training while 

30% is considered for testing. 

 

3.2.  Experimental results on MSF dataset 

Multiple experiments are performed on the MSF dataset to understand the effectiveness of 

penalizing (IW) and oversampling steps of the MPMU algorithm. Figure 4 shows the classification results on 

five different MSF sub-datasets as represented in the first five rows of Table 2. Experiments are conducted 

with seven combinations of data processing methods and classifiers. Figure 4 shows the results of instance 

weight (IW) and MPMU method in combination with MLP, GNB, KNN, RF, DT and the proposed 6L-ANN 

classifier. In Figure 4, the MPMU model is evaluated with 6L-ANN classifier. There were many missing 

values in the social sub-dataset for the same reason it was not included while conducting combined MSF 

dataset experimentation. Figures 4(a) to 4(c) show the precision value, AUC and prediction accuracy using 

the proposed IW step and MPMU method on MSF sub-datasets.  

 

 

 
(a) 

 

 
(b) 

 

 
(c) 

 

Figure 4. Classification results on MSF Sub-datasets (physical, lifestyle, stress, social and combined MSF 

features (physical, lifestyle and stress features)) using the proposed IW step and proposed MPMU method 

with classifiers namely MLP, GNB, KNN, RF, DT and proposed 6L-ANN (a) demonstrate classification 

results in terms of precision, (b) prediction results in terms of AUC value, and (c) prediction accuracy of 

classification 

 

 

MSF dataset is an imbalanced dataset and results reflect classification bias, same can be justified by 

the results in Figure 4. While pre-processing the datasets using IW, despite higher prediction accuracy and a 

decent AUC value, the precision value is very low for classifiers like GNB, KNN and DT for all MSF 

datasets, this shows that the results are inclined toward the minority class. Considering the prediction of PTB 
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as a priority concern over the prediction of FTB, thus counting precision as the most crucial evaluation 

parameter, it could be concluded that RF is giving the best results for all the IW pre-processed MSF datasets, 

and the second-best results are achieved by 6L-ANN network for all the MSF sub-datasets. It is further 

observed that the IW step alone is not as effective as the MPMU method which combines majority instance 

weighing and minority oversampling, as there is a significant improvement in results for all MSF sub-

datasets while pre-processing using the proposed MPMU method and further using 6L-ANN network as the 

classifier.  

Experimental results in Figure 4, validate the strength of the proposed model i.e. MPMU with  

6L-ANN classifier, precision between 0.90 to 0.97 is achieved on MST sub-datasets, an AUC value ranging 

between 0.86 to 0.99 is observed, and prediction accuracy of 93.00% to 99.47% is achieved. Looking into the 

results in Figure 4, it is observed that mother’s lifestyle and stress features are achieving better classification 

results for PTB prediction. Third-best classification results are achieved using social features and physical 

features classification results are found to be the least accurate ones. One of the probable reasons for inferior 

results for social features would be a smaller dataset and higher-class imbalance. This signifies that the 

mother’s mental health features are closely related to the pregnancy outcome in terms of the classification of 

PTB and FTB. Looking into the results of the proposed MPMU method in Table 3, with standard classifiers 

and with the results in Figure 4 with 6L-ANN classifier shows that among all the classifiers MPMU is giving 

the best results using 6L-ANN classifier. The experimental results on different sub-datasets of MPMU as 

shown in Figure 4, support the hypothesis that a mother’s mental health plays a crucial role in predicting the 

PTB birth outcome. As seen in Figure 4, most of the classifiers are giving better predictions using the 

lifestyle and stress feature sub-dataset. Using lifestyle features precision is achieved in the range of 0.23 to 

0.97, AUC value is achieved between 0.72 to 0.99 and prediction accuracy is in the range of 55%99%. Using 

stress features precision is achieved in the range 0.25 to 0.98, AUC value is achieved between 0.62 to 0.99 

and prediction accuracy in the range 59% to 100%.  

To understand the performance of MPMU method over existing data imbalance solutions, 

experiments are conducted using algorithms proposed by researchers in the past. Table 3 demonstrates the 

results for the same. The data processing methods used for implementation are scaled values (SV), clustered 

SMOTE (CS) [37], random over sampling (ROS) [38] and the proposed MPMU algorithm.  

Being imbalanced MSF dataset is found to be performing extremely poorly in terms of precision and 

AUC value, even after scaling the values using SV method, classifiers fail to perform the same can be seen in 

the results of Table 3. The cluster-based instance weighing and oversampling approach of MPMU is capable 

of handling majority bias and inseparability issues of MSF datasets the same can be seen in the results of 

Table 3. There is a significant improvement in the results of MPMU method with all the used classifiers 

when compared to SV, CS, and ROS imbalance handling methods. On average precision value is improved 

by 48%, AUC by 26% and prediction accuracy by 16%, when using MPMU against SV. Precision value is 

improved by 52%, AUC is improved by 32% and prediction accuracy is improved by 26%, comparing the 

results of MPMU against CS. Against ROS method MPMU results are improved by 54%, 31% and 16% for 

precision, AUC and prediction accuracy. Greater improvement in precision values using MPMU validates the 

success of MPMU in identifying PTB instances correctly. Among the used standard classifiers RF is showing 

the best results for all the selected imbalance handling methods on MSF sub-datasets. 

 

 

Table 3. Comparative results of different imbalance handling methods on MST sub-datasets 
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Physical Precision 0.18 0.19 0.19 0.42 0.22 0.21 0.2 0.8 0.2 0.2 0.2 0.27 0.29 0.29 0.21 0.44 0.23 0.23 0.23 0.53 

AUC 0.53 0.47 0.55 0.76 0.6 0.45 0.59 0.93 0.52 0.51 0.52 0.66 0.64 0.52 0.49 0.82 0.52 0.5 0.52 0.78 
Accuracy 71.7 74.5 72.8 86.2 83.9 80.9 82.8 91.6 77.6 65.1 77 83.2 18.4 18.3 31.3 58.7 66.5 66.5 66.5 79.2 

Lifestyle Precision 0.17 0.19 0.17 0.62 0.21 0.2 0.21 0.87 0.17 0.17 0.17 0.23 0.16 0.16 0.15 0.42 0.21 0.21 0.21 0.69 

AUC 0.49 0.51 0.5 0.84 0.54 0.51 0.54 0.95 0.49 0.51 0.49 0.55 0.5 0.51 0.49 0.83 0.52 0.48 0.52 0.84 
Accuracy 69.3 69.3 71.2 91 82.2 75.3 82.4 93.2 79.2 63.7 79 79.8 16.8 16.8 26.5 72.8 70 70 70 86 

Stress Precision 0.2 0.2 0.19 0.69 0.21 0.21 0.21 0.76 0.2 0.19 0.2 0.41 0.23 0.23 0.2 0.25 0.24 0.24 0.24 0.39 

AUC 0.53 0.52 0.53 0.87 0.51 0.49 0.51 0.88 0.54 0.5 0.53 0.71 0.58 0.52 0.51 0.59 0.56 0.52 0.56 0.69 
Accuracy 81.1 58.6 80.3 91.1 79.5 58.8 79.1 92.1 77.3 62.1 74.7 83.8 80.4 59.9 68.7 78.7 59.5 59.5 59.5 62.5 

Social Precision 0.17 0.17 0.16 0.52 0.18 0.18 0.17 0.81 0.15 0.14 0.15 0.18 0.17 0.18 0.15 0.26 0.17 0.17 0.17 0.4 
AUC 0.54 0.48 0.52 0.82 0.51 0.48 0.51 0.94 0.53 0.53 0.53 0.54 0.51 0.48 0.43 0.66 0.51 0.54 0.51 0.75 

Accuracy 75.6 73.5 74.7 89.7 81.9 76.7 80.9 93.3 82.7 69 80.8 80.1 59.7 34.2 62.3 75.6 66.8 66.8 66.8 76.4 

Lifestyle+ 
Physical+ 

Stress 

Precision 0.2 0.2 0.19 0.24 0.25 0.22 0.26 0.53 0.17 0.16 0.17 0.21 0.24 0.24 0.18 0.26 0.21 0.21 0.21 0.76 
AUC 0.53 0.5 0.53 0.62 0.58 0.52 0.59 0.77 0.5 0.48 0.5 0.53 0.58 0.47 0.46 0.66 0.53 0.49 0.53 0.88 

Accuracy 72.2 72.2 70.3 77.3 81.8 80.1 81.7 84.6 79 62.9 78.4 78.6 24.7 25 52.6 37.6 72.3 72.3 72.3 89.5 
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3.3.  Experimental results on standard datasets  

For validation of the efficiency of the proposed MPMU algorithm, experiments are conducted on 

seven standard datasets using five different classifiers. These datasets are commonly used by researchers in 

the imbalanced handling literature. The number of clusters formed using MPMU, for each of the datasets are 

as shown in Table 2. It is observed that the MPMU algorithm is overshining other algorithms for most of the 

datasets and classifier combinations. Results in Table 4, depict that the proposed MPMU method works well 

with large size datasets like vowel0 and segment0. For smaller datasets like Pima India and ecoli3 the final 

results are not very good but there is a remarkable improvement in results when compared with SV, CS and 

ROS imbalance handling methods. While comparing the results of SV over the results of the MPMU 

algorithm, improvement in results has been observed between 0% to 21% for precision, between 0% to 10% 

for AUC and between 0% to 17% for prediction accuracy. The results in the table convey that along with the 

MSF dataset, the proposed methods work equally well for other imbalanced datasets with varied sizes and 

imbalances. 

 

 

Table 4. Comparative results of different imbalance handling methods on standard imbalanced datasets 
Datasets Decision Tree Random Forest KNN Gaussian NB MLP 

SV CS ROS MPMU SV CS ROS MPMU SV CS ROS MPMU SV CS ROS MPMU SV CS ROS MPMU 

P
re

ci
si

o
n
 

ecoli3 0.47 0.32 0.39 0.68 0.72 0.68 0.65 0.86 0.46 0.4 0.37 0.66 0.63 0.6 0.65 0.8 0.66 0.66 0.66 0.81 

Pima India 0.47 0.49 0.46 0.47 0.71 0.7 0.7 0.73 0.56 0.57 0.56 0.58 0.67 0.66 0.67 0.72 0.7 0.7 0.7 0.78 

yeast-2_vs_4 0.65 0.57 0.56 0.67 0.92 0.93 0.92 0.94 0.63 0.64 0.59 0.88 0.72 0.76 0.72 0.83 0.84 0.84 0.84 0.88 

page-blocks0 0.72 0.71 0.7 0.92 0.94 0.94 0.93 0.99 0.78 0.78 0.72 0.8 0.58 0.54 0.58 0.55 0.89 0.89 0.89 0.92 

segment0 0.95 0.94 0.95 0.95 1 1 1 1 0.99 0.98 0.97 1 0.92 0.8 0.92 0.99 1 1 1 1 

vowel0 0.85 0.79 0.82 0.9 0.99 1 0.99 1 1 1 0.99 1 0.88 0.58 0.87 0.92 1 1 1 1 

vehicle2 0.85 0.86 0.85 0.89 1 0.99 1 1 0.93 0.94 0.88 0.96 0.62 0.54 0.61 0.76 0.99 0.99 0.99 1 

A
U

C
 

ecoli3 0.79 0.71 0.49 0.89 0.95 0.94 0.53 0.95 0.87 0.86 0.5 0.87 0.9 0.9 0.5 0.91 0.95 0.95 0.51 0.98 

Pima India 0.67 0.68 0.5 0.68 0.82 0.83 0.5 0.85 0.74 0.74 0.49 0.77 0.81 0.8 0.51 0.84 0.83 0.83 0.49 0.87 

yeast-2_vs_4 0.88 0.86 0.52 0.92 1 1 0.51 0.99 0.86 0.86 0.51 0.95 0.9 0.88 0.5 0.9 0.94 0.94 0.43 0.96 

page-blocks0 0.91 0.91 0.49 0.98 0.99 0.99 0.49 1 0.93 0.93 0.51 0.93 0.93 0.89 0.5 0.91 0.98 0.98 0.49 0.99 

segment0 0.98 0.98 0.5 0.99 1 1 0.5 1 0.99 0.99 0.5 1 0.98 0.96 0.48 1 1 1 0.51 1 

vowel0 0.97 0.95 0.51 0.97 1 1 0.5 1 1 1 0.51 1 0.98 0.9 0.47 0.99 1 1 0.49 1 

vehicle2 0.94 0.95 0.49 0.96 1 1 0.53 1 0.98 0.98 0.53 0.99 0.82 0.71 0.47 0.9 1 1 0.5 1 

A
cc

u
ra

cy
 

ecoli3 91.1 87.3 89.94 95.88 94.1 92.9 91.8 95.88 91.8 89.8 88.8 93.24 75.1 75.7 73.4 81.69 89.8 89.8 89.8 91.59 

Pima India 69.5 70.6 68.55 69.84 75.3 76.1 75.5 78.21 71.1 71 69.2 74.46 74.4 73.3 72.8 77.42 74.8 74.8 74.8 79.44 

yeast-2_vs_4 95.5 94.1 94.09 95.91 95.9 96.1 95.9 97.53 95.3 95.2 94 97.74 31.3 49 27.7 33.98 93.1 93.1 93.1 91.61 

page-blocks0 96.6 96.6 96.48 99.11 97.6 97.6 97.6 99.41 96.1 96.1 95.3 96.02 89.7 90 89.1 89.31 94.8 94.8 94.8 94.81 

segment0 99.2 99.1 99.21 99.26 99.7 99.8 99.7 99.76 99.4 99.3 99.3 99.88 82.2 88.8 79.9 98.92 99.7 99.8 99.7 98.57 

vowel0 98.5 97.8 98.15 98.99 99.4 99.6 99.6 99.61 99.9 99.9 99.8 99.72 92.7 89.2 86.8 95.74 99.8 99.8 99.8 99.77 

 

 

4. CONCLUSION  

This work proposes a novel imbalance handling model towards the prediction of pre-term birth 

using the created MSF dataset, which consists of lifestyle, social, physical and stress features of 1,000 

mothers. The proposed MPMU imbalance handling method works on class inseparability and classification 

bias issues by subduing the majority class instances following a cluster-based penalty approach and 

strengthening the minority instances by random oversampling. It has been observed that the proposed model 

consisting of MPMU and 6L-ANN classifier, is highly efficient in classifying PTB and FTB outcomes on 

MSF datasets with precision ranging from 0.90 to 0.97, AUC between 0.86 to 0.99, and prediction accuracy 

falling under 93% to 99.47%. MPMU imbalance handling method has been validated on other imbalanced 

datasets too. MPMU shows a superior performance when compared to other Imbalance handling methods on 

MSF as well as other datasets. Thus, this research work succeeds in proposing an efficient cluster-based 

imbalanced instance handling method. Experimental results on the mental and physical health-related 

features of the mother, show that the lifestyle of the mother and Stress-related features are major contributors 

towards analyzing her maternal health which defines her mental health. Thus, this study, concludes that a 

mother’s mental health is a major contributor towards understanding the pre-term birth possibilities. 
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