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 This study addresses the critical need for an accurate aspect-based 

sentiment-analysis (ABSA) model to understand sentiments effectively. The 

existing ABSA models often face challenges in accurately extracting aspects 
and determining sentiment polarity from textual data. Therefore, we propose 

a novel approach leveraging latent-Dirichlet-allocation (LDA) for aspect 

extraction and transformer-based bidirectional-encoder-representations from 

transformers (TF-BERT) for sentiment-polarity evaluation. The experiments 
were carried out on SemEval 2014 laptop and restaurant datasets. Also, a 

multi-domain dataset was generated by combining SemEval 2014, Amazon, 

and hospital reviews. The results demonstrate the superiority of the  

LDA-TF-BERT model, achieving 82.19% accuracy and 79.52% Macro-F1 
score for the laptop task and 86.26% accuracy of 87.26% and 81.27% for 

Macro-F1 score for the restaurant task. This showcases the model's 

robustness and effectiveness in accurately analyzing textual data and 

extracting meaningful insights. The novelty of our work lies in combining 
LDA and TF-BERT, providing a comprehensive and accurate ABSA 

solution for various industries, thereby contributing significantly to the 

advancement of sentiment analysis techniques. 
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1. INTRODUCTION 

One subfield of natural-language-processing (NLP) known as aspect-based sentiment-analysis 

(ABSA) looks for patterns in how people feel about certain parts of textual content, including customer-

feedbacks, social-media posts, or product-reviews [1]. ABSA differs from conventional sentiment assessment 

methods by focusing on identifying and evaluating the polarity of sentiment (neutral, negative, or positive) 

towards specific aspects along with entities discussed in a given text. Unlike conventional methods which 

offer a general sentiment rating to the entire text, ABSA attempts to offer a more granular evaluation by 

examining sentiments regarding individual elements within the text [2]. For instance, in a restaurant-review, 

ABSA might analyze sentiments towards aspects like food-quality, ambiance, service, and pricing separately 

[3]. ABSA finds applications across various industries where understanding customer opinions and 

sentiments towards specific features or products is crucial. In the retail and e-commerce sector, ABSA helps 

businesses analyze customer feedback on product features, pricing, shipping, and customer service to 

https://creativecommons.org/licenses/by-sa/4.0/
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improve customer experience and make data-driven decisions [4]. In the hospitality industry, ABSA is used 

to analyze sentiments toward hotel amenities, room cleanliness, staff behavior, and dining options to enhance 

guest satisfaction [5]. It is also valuable in sectors like healthcare, automotive, finance, and more, where 

customer feedback and sentiment analysis play a vital role in business strategies and product development 

[6]. 

The need for ABSA arises from the limitations of traditional sentiment analysis [7], [8] which 

provides a generalized sentiment score without considering the importance related to specific aspects. ABSA 

enables a more granular understanding of customer opinions, allowing businesses to precisely identify 

strengths, weaknesses, and areas for improvement. However, traditional deep-learning (DL) [9], [10] and 

machine-learning (ML) [11], [12] models used in ABSA have certain disadvantages. Moreover, DL models 

in ABSA are often trained on specific datasets and domains, making them less adaptable to new contexts or 

industries [13]. They may also suffer from bias and lack of generalizability, as they focus on the given area of 

training and may not perform well on diverse datasets or emerging trends [14]. Additionally, many existing 

models in ABSA directly evaluate the overall polarity of reviews without considering aspect-level 

sentiments, leading to unreliable and biased results [15]. 

To address these challenges, this work presents a novel approach, i.e., latent-Dirichlet-allocation 

(LDA) for aspect extraction, which can identify topics or aspects within a corpus of reviews. LDA helps in 

identifying related words to these topics, which are considered as aspects for sentiment analysis. 

Additionally, advanced models like Transformer-based bidirectional-encoder-representations from 

transformers (TF-BERT) are used in this work for evaluating sentiment polarity, both at the overall review 

level and aspect level. By leveraging LDA for aspect extraction and TF-BERT for sentiment analysis, the 

proposed approach combines aspect-level sentiment analysis with overall sentiment evaluation, providing a 

more comprehensive understanding of customer sentiments. This approach aims to overcome the limitations 

of traditional ABSA models by considering diverse datasets, extracting aspects dynamically, and evaluating 

aspect-level sentiments to reduce bias and improve the reliability of sentiment analysis results in various 

industries. The contributions of this work can be summarized as follows: 

− Introduced a novel approach termed LDA-TF-BERT, which combines LDA for aspect extraction and  

TF-BERT for sentiment analysis and polarity evaluation.  

− The model's performance was rigorously evaluated utilizing the standard SemEval-2014 Task-4 dataset, a 

widely recognized benchmark for sentiment analysis tasks.  

− In addition to the SemEval-2014 Task-4 dataset, this work has also been evaluated using diverse reviews 

from multiple domains, including hospital and Amazon reviews.  

− The results obtained from the LDA-TF-BERT model showcase better performance in comparison with 

existing sentiment analysis models.  

This work is structured as follows. Section 2 delves into the literature survey, providing an overview 

of existing research and methodologies in sentiment-analysis and ABSA. In section 3, the LDA-TF-BERT 

model is thoroughly discussed, detailing its architecture, methodology, and implementation for sentiment 

analysis and polarity evaluation. Following that, section 4 focuses on evaluating the LDA-TF-BERT model 

in terms of accuracy and macro-F-score, presenting a comparative analysis with current works for 

highlighting LDA-TF-BERT performance and advancements. Finally, section 5 encapsulates the conclusion 

of the work, summarizing key findings, contributions, and potential avenues for future research in the area of 

sentiment-analysis and ABSA. 

 

 

2. LITERATURE SURVEY 

The literature survey delves into various methodologies and findings from recent studies in ABSA 

and sentiment-analysis. This section covers a range of approaches aimed at predicting sentiment polarities 

and extracting aspect-sentiment pairs within sentences or documents. In [16], the objective of this study was 

to develop a predictive model for sentiment-polarities associated with various aspects within documents or 

sentences. This research was motivated by the observation that previous research had overlooked the crucial 

factors of aspect sentiment-polarity and local-context relationship. To overcome this issue, this work 

proposed a local-context-focus (LCF) approach from the multi-head self-attention (MHSA) module 

previously presented for ABSA. This work utilized two layers called context-features dynamic-weight 

(CDW) and context-features dynamic-mask (CDM) to prioritize local-context words. They achieved 75.08% 

and 74.45% accuracy with CDM and CDW, respectively, for the laptop dataset, and 80.98% and 80.89% for 

the restaurant dataset. The Twitter dataset yielded an accuracy of 71.24%. Further, Phan and Ogunbona [17], 

explored sentence grammatical-aspects and used a self-attention approach for syntactical-learning and 

proposed a model called LCF on syntax aspect-based-classification (LCFS-ASC). They combined 

contextualized embeddings (i.e., RoBERTa and BERT), dependency-based, and part-of-speech (PoS) 
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embeddings for aspect extraction and enhancing performance. The LCFS-ASC achieved an accuracy of 

80.52 with CDW and 80.34 with CDM for the laptop dataset. For the restaurant dataset, they achieved an 

accuracy of 80.31 with CDW and 80.10 with CDM.  

The study in [18] was centered around the extraction of aspect-sentiment polarity-pairs. The 

approach involved utilizing sentence information, edge-labels, and dependency-trees to achieve this goal. For 

this, they proposed a model called phrase-dependency graph-attention-network (PD-RGAT) and conducted 

experiments with Global-Vectors (GloVE) and BERT pre-training models. PD-RGAT showed better 

effectiveness comparable to current works on the SemEval-2014 Task-4 dataset. He et al. [19] main focus 

was to understand the relationship between aspect sentiment-polarity and global-context. Hence, proposed a 

multilingual learning model using CDM and CDW called local and global-context-focus CDM-CDW 

(LGCF-CDM-CDW). The LGCF-CDM-CDW achieved 81.29% accuracy for the laptop dataset and 85.52% 

accuracy for the restaurant dataset. Yu and Zhang [20] focus was to detect aspect-based relevant words 

utilizing an attention-based approach. This work introduced an aspect-position information extraction 

approach for long-distance dependencies (sentences) and proposed the model called multi-weight graph-

convolutional-network (MWGCN) and achieved accuracies of 78.8% and 83.82% for the laptop and 

restaurant datasets, respectively. Ma et al. [21] aimed to correct the errors faced by dependency-parsers and 

to understand the complex sentence structures, hence, presented a Multi-GCN model. The Multi-GCN model 

achieved accuracies of 798.8% for the laptop and 83.82% for the restaurant dataset. Lin and Joe [22] 

proposed a masked attention mechanism for noise reduction and feature enhancement in the global text called 

CDM-CDW. The CDM-CDW achieved an accuracy of 80% for the laptop and 80.59% for the restaurant 

datasets. Finally, Zhao et al. [23] considered relationships among the dependency-edges and nodes for aspect 

sentiment-polarity detection and proposed a model called structured-dependency tree-based GCN (SDTGCN) 

approach. The SDTGCN achieved accuracies of 78.64% for the laptop and 83.32% for the restaurant dataset.  

While the above studies provide valuable insights and advancements in ABSA, it is essential to 

acknowledge certain limitations inherent in these methodologies and findings. Some models may perform 

well in specific domains like laptops or restaurants but may struggle when applied to different domains or 

industries. Adapting these models to diverse domains remains a challenge. The scalability of models, 

especially those incorporating attention mechanisms or graph-based approaches, may be limited when 

dealing with large-scale datasets or real-time applications. Moreover, the advanced models discussed above 

require substantial computational resources and training time, making them less accessible for researchers or 

organizations with limited computing capabilities. Also, like many artificial intelligent (AI) systems, aspect-

based sentiment classifiers may exhibit biases based on the training data, potentially leading to unfair or 

biased predictions, especially concerning sensitive topics or underrepresented groups. Given the rapid 

evolution of language use and emerging trends, models developed based on older datasets or linguistic 

patterns may struggle to adapt to new linguistics or expressions. Hence, to solve all these problems,  

LDA-TF-BERT has been proposed. The LDA approach helps to recognize topics along with related words 

which helps to extract aspects efficiently, whereas the TF-BERT helps to detect the polarity of aspects and 

sentences efficiently. As many of the models discussed above rely heavily on the SemEval-2014 dataset for 

evaluation, hence the proposed LDA-TF-BERT has also been evaluated utilizing the SemEval-2014 Task-4 

dataset. The LDA-TF-BERT has been discussed in more depth in the below section. 

 

 

3. MODEL 

In Figure 1, the LDA-TF-BERT model architecture is presented. The initial step of the LDA-TF-

BERT model involves extracting review text from the corpus dataset. This text is then subjected to aspect 

extraction and polarity extraction using dedicated models, i.e., LDA and TF-BERT respectively. The aspect 

extraction model is responsible for identifying aspects within the text, while the polarity extraction model 

determines the polarities of aspects and sentences. Ultimately, by combining the extracted aspects, sentence 

polarities, and aspect polarities, the overall sentiment polarity of the sentence is determined. 

 

3.1.  LDA model for aspect extraction 

LDA has emerged as a powerful method for uncovering hidden patterns and structures within review 

datasets (denoted as R). It leverages the capability to analyze data and generate topic-vectors by modeling 

likelihood distributions. In LDA, as depicted in Figure 2, the variables are defined as follows: 𝑛 represents 

the position of a word within a specific review 𝑅, 𝛼, and 𝜂 are parameters governing topics and proportions, 

respectively, while 𝛽 evaluates the mixture of words across different topics. K signifies overall topics, 𝜃𝑅  

denotes the distribution of topics for every review, 𝑍𝑅,𝑛 denotes the matrix encapsulating reviews and words, 

and 𝑊𝑅,𝑛 represents the likelihood distribution of words. Further, 𝑅 denotes the overall reviews, and N 

denotes the overall words present in reviews. In the LDA, it is considered that the prior-distribution of review 
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topics follows a Dirichlet-distribution [24], which is a fundamental aspect of the model’s underlying 

probabilistic framework. 

 

 

  
 

Figure 1. Architecture of LDA-TF-BERT model 

 

Figure 2. LDA model 

 

 

In LDA, the topic distribution for a specific review 𝑅 is represented as 𝜃𝑅  = 𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(�⃗�), where �⃗� 

is a hyper-parameter vector with 𝐾 dimensions, corresponding to the number of topics. The assignment of a 

topic to the 𝑛𝑡ℎ word in review R, denoted as 𝑧𝑅,𝑛, is calculated using the multinomial distribution as  

𝑧𝑅,𝑛 = 𝑚𝑢𝑙𝑡𝑖(𝜃𝑅). It is to be noted that LDA considers the prior distribution of words within every topic to 

be governed by Dirichlet-distribution as discussed above. Specifically, for any topic 𝐾, its word-distribution 

is expressed as 𝛽𝑘=𝐷𝑖𝑟𝑖𝑐ℎ𝑙𝑒𝑡(η⃗⃗ ), where η⃗⃗ represents another hyper-parameter vector with vocabulary size 

dimensions. Furthermore, the observed word probability distribution for each word 𝒲𝑅𝑛 in review 𝑅 is 

determined as 𝒲𝑅𝑛 = 𝑚𝑢𝑙𝑡𝑖(𝛽𝑧𝑅𝑛), where 𝛽𝑧𝑅𝑛 refers to the word distribution associated with the topic 

assignment 𝑧𝑅,𝑛 for the given word. In (1), the comprehensive distribution encompassing all visible and 

hidden variables within the LDA model can be efficiently approximated through Gibbs sampling, a technique 

commonly used in Bayesian inference and probabilistic modeling [25]. This process aids in inferring the 

latent topics and word distributions within a corpus of documents, enabling the extraction of meaningful 

insights and patterns. 

 

𝑝(𝒲𝑅 , 𝑧𝑅, 𝜃𝑅, 𝛽𝑘|𝛼, 𝛽) = ∏ 𝑝(𝜃𝑅|𝑁
𝑛=1 𝛼)𝑝(𝑧𝑅𝑛|𝜃𝑅)𝑝(𝛽𝑘|𝛽)𝑝(𝒲𝑅𝑛|𝛽𝑘) (1) 

 

The coherence score for each topic across different clusters is determined by evaluating the (2) [26]. 

 

𝜙𝑆𝑖(�⃗⃗�, �⃗⃗⃗�) =
∑ 𝑢𝑖∙𝑤𝑖

|𝑊|
𝑖=1

||�⃗⃗⃗�||2∙||�⃗⃗⃗�||2
 (2) 

 

𝜙 signifies the confirmation measure, while 𝑆𝑖  represents the pair of vectors 𝑢 and 𝑤. Here, �⃗⃗� and �⃗⃗⃗� denote 

the cosine vector similarity. Following the assessment of the coherence score using (2), the topics with the 

highest likelihood are chosen. This selection process is facilitated by utilizing the pyLDAvis library, which 

visualizes the distinct topics identified. From the different topics, its correlated words are considered as 

aspects. 

 

3.2.  TF-BERT model for polarity classification 

In this section, a hybrid joint-extraction approach using the TF-BERT model is presented for 

extracting both the polarity of aspects and reviews. In this work, the BERT has been pre-trained and fine-

tuned utilizing a transformer taken from the Hugging-face [27]. Consider the dataset 𝑋 which represents a set 

of reviews, where 𝑥 are the different sentences and 𝑁 represents the tokens (words). This can be represented 

as (3). From 𝑋, the polarity is identified using a tuple set 𝑇, as presented in (4). 

 

𝑋 = {𝑥1, 𝑥2, 𝑥3, … , 𝑥𝑁} (3) 

 

𝑇 =  {(𝑎𝑖, 𝑜𝑖 , 𝑠𝑖)} |𝑇| (4) 

 

where 𝑎𝑖 represents the aspects, 𝑜𝑖 represents the polarity of aspects, 𝑠𝑖 represents the polarity of reviews,  

𝑖 = 1, … , 𝑛 and |𝑇| represents how many sets are present for the given corpus dataset. Moreover, the hybrid 
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joint-extraction approach utilizes a position tagging technique for defining aspects which are present from the 

starting point to the ending point of a sentence represented as 𝐴𝑠 and 𝐴𝑒. Similarly, the position tagging 

technique is also used for defining polarity present from the starting point to the ending point of a sentence 

represented as 𝑂𝑠 and 𝑂𝑒. Also, as the review texts are embedded, this work utilizes a position-encoding 

process to get the position of aspects and their associated polarity. Using the BERT, the tokens are further 

contextualized and represented as (5). 

 

𝐶𝑅𝑒 = {𝑟𝑒1, 𝑟𝑒2, … , 𝑟𝑒𝑙} (5) 

 

where, 𝐶𝑅𝑒 represents a set of overall tokens and 𝑟𝑒𝑙 represents individual tokens. Further, for the 

classification of tokens, this work utilizes a fine-tuning process. During fine-tuning, BERT uses the output 

from its final layer (classify token) as input to a SoftMax classifier. The SoftMax function is applied to the 

logits (raw scores) produced by the classifier, which converts these scores into probabilities. These 

probabilities indicate the likelihood of each class (e.g., positive, negative, neutral) for sentiment analysis, and 

the highest probability class is selected as the predicted sentiment label. The probability is defined as (6). 

 

𝑌 = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥(𝐶𝑅𝑒𝑊𝑒 + 𝑏𝑒) (6) 

 

where, 𝑊𝑒  is the weight matrix that is used to linearly transform the contextualized tokens into a format that 

is suitable for classification and 𝑏𝑒 is a bias vector that is added to the linear transformation output to shift the 

result and enhance the flexibility of the BERT. After the process of classification of tokens, the outcomes are 

separated as sentence polarity and aspect polarity represented as 𝑌𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑚}, 𝑌𝐴 = {𝑎1, 𝑎2, … . , 𝑎𝑚}. 

The complete flow is presented in Figure 3. From sentence polarity 𝑌𝑂 = {𝑜1, 𝑜2, … , 𝑜𝑚} and aspect polarity 

𝑌𝐴 = {𝑎1, 𝑎2, … , 𝑎𝑚}, the overall sentiment polarity is evaluated using accuracy and macro F-score as (7)-(9). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (7) 

 

𝐹 − 𝑆𝑐𝑜𝑟𝑒 =
2×(

𝑇𝑃

𝑇𝑃+𝐹𝑃
)×(

𝑇𝑃

𝑇𝑃+𝐹𝑁
)

(
𝑇𝑃

𝑇𝑃+𝐹𝑃
)+(

𝑇𝑃

𝑇𝑃+𝐹𝑁

 (8) 

 

𝑀𝑎𝑐𝑟𝑜 𝐹 − 𝑆𝑐𝑜𝑟𝑒 = 𝐴𝑣𝑒𝑟𝑎𝑔𝑒 𝑜𝑓 𝐹 − 𝑠𝑐𝑜𝑟𝑒 (9) 

 

where, 𝑇𝑃 represents 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒, 𝑇𝑁 represents 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒, 𝐹𝑃 represents 𝐹𝑎𝑙𝑠𝑒 𝑃𝑜𝑠𝑡𝑖𝑣𝑒 and 𝐹𝑁 

represent 𝐹𝑎𝑙𝑠𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒. The results for the LDA-TF-BERT model are evaluated using (7) to (9). Further, 

in the next section, the complete results achieved by the LDA-TF-BERT are discussed in detail. 

 

 

 
 

Figure 3. TF-BERT model 
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4. RESULTS AND DISCUSSION 

4.1.   System requirements 

The evaluation of the LDA-TF-BERT model was performed utilizing an Intel i7 processor with  

12 cores and 16 GB of RAM, operating on Windows 11. The coding for the model was implemented in 

Python, and the execution was carried out within the Anaconda environment. The parameter settings used in 

this work are presented in Table 1. 

 

 

Table 1. Parameter settings 
Parameter Value 

Dropout-rate 0.1 

Optimizer Adam 

Learning rate 2.00E-05 

Batch size 32 

Max sequence length 128 

Max epoch 10 

 

 

4.2.  Dataset 

In this work, hospital datasets were collected from [28], [29]. Also, this work considered the 

SemEval 2014 Task 4 [30] for evaluation. The laptop 2014 and restaurant 2014 are two subtasks within the 

SemEval sentiment analysis dataset. These datasets are labeled as having different aspects and polarity. 

Polarity includes sentiments, i.e., neutral, negative, or positive associated with these aspects. Further, a multi-

source dataset has been generated for this work. The dataset consists of information collected from diverse 

sources, such as Hospitals [28], [29], SemEval 2014 Task 4 [30], and Amazon [31]. For the hospital dataset, 

data extraction was conducted from Practo and Mouthshut using a web-scrapping application programming 

interface (API). The SemEval 2014 Task 4 dataset included exclusively laptop and restaurant data. 

Additionally, the Amazon dataset comprised information related to cell phones and electronics. These 

separate datasets were merged to form a comprehensive multi-source domain dataset. 

 

4.3.  Aspect polarity 

This section delves into the analysis of aspect-based sentiment, showcasing how different aspects 

within sentences can be associated with varying polarity scores, and providing insights into sentiments 

expressed within text data. In this section, Table 2 is discussed, which presents a collection of sentences 

along with their corresponding aspects and polarities. Each sentence is analyzed to identify the specific 

aspect being discussed and its sentiment-polarity related to that aspect. For instance, the sentence “Boot time 

is super-fast, around anywhere from 35 seconds to 1 minute” highlights the aspect of speed, which is 

associated with a positive polarity of 0. Conversely, the sentence “tech support would not fix the problem 

unless I bought your plan for $150 plus” focuses on the aspect of the problem, with a negative polarity of -1. 

Similarly, other sentences such as “but in resume this computer rocks!” emphasize the aspect of the 

computer, conveying a positive polarity of 1, while “Setup was easy” highlights the aspect of setup with a 

positive polarity. Lastly, the sentence “Did not enjoy the new Windows 8 and touchscreen functions” does 

not specify a particular aspect and is labeled as “None” with a negative polarity of 0. 

 

 

Table 2. Sentences and their related aspects and polarity 
Sentence Aspect Polarity 

Boot time is super-fast, around anywhere from 35 seconds to 1 minute. Fast 0 

tech support would not fix the problem unless I bought your plan for $150 plus. Problem -1 

but in resume this computer rocks! Computer 1 

The setup was easy. Setup 1 

Did not enjoy the new Windows 8 and touchscreen functions. None 0 

 

 

4.4.  Sentence polarity 

This section provides a detailed breakdown of sentiment analysis, showcasing how probabilities in 

different sentiment categories contribute to the overall sentiment polarity of each sentence. In this section, 

Table 3 is discussed, which provides an analysis of sentiment polarity for a set of sentences. The table 

includes columns for negative, neutral, and positive probabilities, along with the overall sentiment polarity 

score. Each sentence is evaluated to determine the probability distribution across these sentiment categories, 

indicating the degree of negativity, neutrality, and positivity expressed in the text. For instance, the sentence 
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“Boot time is super-fast, around anywhere from 35 seconds to 1 minute” has a relatively balanced 

distribution among the three categories, resulting in a neutral sentiment polarity score of 0. Conversely, the 

sentence “tech support would not fix the problem unless I bought your plan for $150 plus” has a high 

probability in the negative category, leading to a negative sentiment polarity score of -1. Similarly, sentences 

like “but in resume this computer rocks!” and “Setup was easy” exhibit strong positive probabilities, resulting 

in positive sentiment polarity scores of 1 for both sentences. On the other hand, the sentence “Did not enjoy 

the new Windows 8 and touchscreen functions” shows a predominant probability in the negative category, 

contributing to a negative sentiment polarity score of -1. 

 

 

Table 3. Sentences polarity scores 
Sentence Negative Neutral Positive Polarity 

Boot time is super fast, around anywhere from 35 seconds to 1 minute. 0.0313 0.5616 0.4069 0 

tech support would not fix the problem unless I bought your plan for $150 plus. 0.78885 0.19955 0.0118 -1 

but in resume this computer rocks! 0.005 0.0518 0.9427 1 

Setup was easy. 0.021 0.3667 0.6119 1 

Did not enjoy the new Windows 8 and touchscreen functions. 0.927 0.06666 0.0060 -1 

 

 

4.5.  Overall sentiment polarity 

The results from the SemEval laptop task evaluation reveal interesting insights into the performance 

of various models in ABSA as presented in Figure 4. Starting with the RGAT model, it achieved an accuracy 

of 78.02% and a Macro-F1 score of 74, indicating a decent performance in identifying aspects and sentiments 

within laptop-related reviews. Moving on to MultiGCN, it showed a slight improvement with an accuracy of 

78.8% and a Macro-F1 score of 74.97, showcasing its effectiveness in capturing syntactic and semantic 

information for sentiment analysis tasks. The MWGCN model demonstrated further improvement with an 

accuracy of 79.78% and a remarkable Macro-F1 score of 76.68, highlighting its capability to extract 

contextual features and aspect-related semantics accurately. The CDM-CDW model showcased competitive 

performance with an accuracy of 80% and an impressive Macro-F1 score of 79.81, indicating its 

effectiveness in leveraging context features and dynamic weighting for sentiment analysis tasks. Finally, the 

LDA-TF-BERT model emerged as the top performer with an accuracy of 82.19% and a Macro-F1 score of 

79.52, showcasing its superiority in utilizing LDA for aspect extraction and TF-BERT for sentiment polarity 

evaluation. 
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competitive accuracy of 80.5%, fell slightly behind with a Macro-F1 score of 80.3, suggesting that while it 

effectively leveraged context features and dynamic weighting, there is room for improvement in capturing 

sentiments within restaurant reviews. Finally, the LDA-TF-BERT model emerged as the top performer with 

an exceptional accuracy of 87.26% and an impressive Macro-F1 score of 81.27, showcasing its superiority in 

LDA for aspect extraction and TF-BERT for sentiment polarity evaluation. This demonstrates the 

effectiveness of combining topic modeling and DL techniques for robust ABSA in the restaurant domain, 

leading to an enhanced understanding of customer sentiments and preferences. 
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Macro-F1 scores across all tasks. In the Laptop task, it achieves an accuracy of 82.19% and a Macro-F1 score 

of 79.52, while in the restaurant task, it achieves an accuracy of 86.26% and a Macro-F1 score of 80.27. The 

multi-domain evaluation further highlights its robustness, with an accuracy of 87.14% and a Macro-F1 score 

of 85.15. Overall, the comparative study underscores the advancements in aspect-based sentiment analysis 

models, with newer models like LDA-TF-BERT demonstrating superior performance in accurately detecting 

aspects and sentiments in reviews, thus contributing significantly to market insights and customer 

understanding. 
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5. CONCLUSION 

In conclusion, this comprehensive work has delved deep into the realm of ABSA. Through a 

systematic approach, various models and methodologies were evaluated and compared across different 

domains, including the laptop and restaurant tasks, to discern their efficacy in extracting aspects and 

determining sentiment polarity from textual data. The study began with an exploration of existing literature, 

highlighting the importance of ABSA in understanding customer sentiments, market trends, and product 

evaluations. The need for accurate and efficient ABSA models was emphasized, especially in industries such 

as e-commerce, hospitality, and technology, where customer feedback plays a pivotal role. The methodology 

detailed the LDA-TF-BERT model and evaluation. Diverse datasets from sources like SemEval, Amazon, 

and hospital reviews were utilized to create a comprehensive multi-source domain dataset, ensuring the 

robustness and generalization of the models. The experimental results showcased the performance of various 

models, including RGAT, Multi-GCN, MWGCN, CDM-CDW, and the proposed LDA-TF-BERT model. 

The evaluation metrics such as accuracy and Macro-F1 scores were analyzed across different tasks and 

domains, providing valuable insights into each model's strengths and limitations. Notably, the LDA-TF-

BERT model emerged as a top performer, demonstrating superior accuracy and Macro-F1 scores in both the 

Laptop and Restaurant tasks. Its ability to leverage LDA for aspect extraction and TF-BERT for sentiment 

polarity evaluation proved highly effective, showcasing its potential for real-world applications in market 

analysis and customer feedback interpretation. In future work, the model can be evaluated using different 

datasets to validate its performance. 
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