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 In the current context, optimizing the utilization of agricultural land 

resources is increasingly vital for production intensification. This study 

presents a methodological approach employing numerical methods and 
machine learning algorithms to analyze and forecast land use optimality. The 

objective is to develop effective models and tools facilitating rational and 

sustainable agricultural land resource management, ultimately enhancing 

productivity and economic efficiency. The research employs data 
dimensionality reduction techniques such as principal component analysis 

and factor analysis (FA) to extract key factors from multidimensional land 

data. The simplex method is utilized to optimize resource allocation among 

crops while considering constraints. Machine learning algorithms including 
extreme gradient boosting (XGBoost), support vector machine (SVM), and 

light gradient boosting machine (LightGBM) are employed to predict 

optimal land use and yield with high accuracy and efficiency. Analysis 

reveals significant differences in model performance, with LightGBM 
achieving the highest accuracy of 99.98%, followed by XGBoost at 95.99%, 

and SVM at 43.65%. These findings underscore the importance of selecting 

appropriate algorithms for agronomic data tasks. The study's outcomes offer 

valuable insights for formulating agricultural practice recommendations and 
land management strategies, integrable into decision support systems for the 

agricultural sector, thereby enhancing productivity and production efficiency. 
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1. INTRODUCTION 

In the modern world, where the planet's population is constantly growing and natural resources are 

limited, the task of ensuring food security is becoming increasingly urgent. One of the key directions for 

solving this problem is the optimization of agricultural land use, which involves efficiently using land 

resources [1]–[3] to increase productivity [4] while simultaneously reducing the negative impact on the 

environment. Advances in information technology and machine learning are opening up new opportunities 
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for agriculture, making it possible to analyze large volumes of data to optimize land use decisions. Numerical 

methods such as principal component analysis (PCA), factor analysis (FA), and simplex method are 

traditionally used to solve various optimization and data analysis problems. They make it possible to identify 

relationships and patterns in large data sets, which is especially important in the context of the complexity 

and multidimensionality of agricultural production. On the other hand, machine learning algorithms, 

including extreme gradient boosting (XGBoost) [5]–[7], support vector machine (SVM) [8]–[10], and light 

gradient boosting machine (LightGBM) [11]–[13], demonstrate an outstanding ability to process and analyze 

data to predict outcomes and automate decision making. 

The integration of numerical methods and machine learning is a promising direction in the field of 

agricultural land use. This approach allows not only to optimize the use of land and water resources, but also 

to predict of yields, analyze risks associated with climate change, plant diseases, and pests, and formulate 

recommendations for improving agricultural practices. In this article, we present an integrated approach to 

the analysis and optimization of agricultural land use, based on the consistent application of numerical 

methods and machine learning algorithms [14], [15]. Starting with the application of PCA to the original data 

set to reduce dimensionality and identify key variable factors. Then, using FA, we further consolidate the 

data, identifying hidden factors that can have a significant impact on agricultural productivity. The next step 

is to apply the Simplex method [16], [17] to determine the optimal allocation of resources in order to 

maximize yield under given budget constraints. The resulting factors and optimized values are integrated 

[18], [19] as features to train predictive machine learning models, including LightGBM, XGBoost, and SVM, 

resulting in highly accurate predictions of crop yields and land use efficiency. 

The optimization problem in the agricultural sector is a multidimensional problem that includes 

various aspects: from climatic conditions and soil conditions to economic indicators and market trends. It is 

especially important to pay attention to economic parameters, such as the cost of fertilizers and land taxes, 

which directly affect profitability. Additionally, factors such as the sum of temperatures and rainfall play a 

key role in determining yield potential. As a result, it is necessary to use analytical methods to process and 

analyze this data in order to make informed decisions [20]–[22]. At the intersection of data and forecasting, 

our work explores the potential of a variety of analytical tools and models. The key challenge is not only to 

extract useful information from a wealth of data but also to create predictive models that can adapt to 

changing conditions and provide operational recommendations for optimal resource management [23]–[25]. 

The research focuses on finding the optimal balance between accuracy, speed, and interpretability of 

results, which is especially important for solving applied problems in agronomy [26]–[28]. We strive to 

ensure that our models are flexible enough that they can be effectively implemented in real-life agricultural 

practices, where decisions often need to be made under conditions of uncertainty and time constraints. Thus, 

our research aims to develop a valid and validated methodology that can serve as a basis for the development 

of sustainable agricultural systems. We pay special attention not only to the scientific rigor of the study but 

also to the practical significance of the results obtained to ensure their applicability in a wide range of 

agricultural conditions. This includes different types of crops, climate zones, and levels of technology in 

agricultural production [29]–[31]. As a result, the presented approach can serve not only the academic 

community but also practicing agronomists seeking innovative development of agriculture. 

 

 

2. METHOD 

Integrating numerical methods such as PCA and FA with machine learning provides powerful 

analytical tools for predicting and understanding data. Instead of using these methods solely to reduce the 

dimensionality of data, we view them as a way to complement and expand the feature space for training 

models. PCA and FA allow us to extract additional features that may be relevant for predicting target 

variables. For example, instead of considering only the original variables, we can add new components 

extracted using PCA and FA to the model to improve the performance of machine learning models. 

PCA searches for linear combinations of input features that most effectively describe the variation in 

the data. These principal components were used as additional features for training the models. To calculate 

PC, you first need to calculate the covariance matrix of the original features. Let 𝑋 be a data matrix where 

each row represents one observation and each column represents one feature. After calculating the covariance 

matrix 𝛴, we calculate its eigenvectors 𝑣𝑖 and eigenvalues 𝜆𝑖 PCs are found as linear combinations of the 

original features. Let's say we have a data matrix 𝑋 of size 𝑛 × 𝑝, where 𝑛 is the number of observations 

and 𝑝 is the number of features. Mathematically, PCA is based on finding the eigenvectors and eigenvalues 

of the covariance matrix of the original data (1). Calculate the covariance matrix 𝛴: 

 

Σ =
1

𝑛
 (𝑋 − �̅�)𝑇 (𝑋 − �̅�)  (1) 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 5, October 2024: 5420-5429 

5422 

where �̅� is the vector of average values of features. We find the eigenvectors 𝑣1, 𝑣2, …, 𝑣𝑛 and eigenvalues 

𝜆1, 𝜆2, …, 𝜆𝑛 from the (2). 

 

Σ𝜐𝑖 = 𝜆𝑖𝑣𝑖 (2) 

 

Select the 𝑘 principal components with the largest eigenvalues so that they explain most of the variance in 

the data. We project the original data 𝑋 onto a new feature space formed by the principal components. Select 

the 𝑘 principal components with the largest eigenvalues so that they explain most of the variance in the data. 

We project the original data 𝑋 onto a new feature space formed by the principal components. 

When choosing the number of principal components for a model, several factors should be 

considered. First, the explained variance of the data allows the components to be quantified in such a way as 

to retain a certain percentage of the total variability, for example, 95%. Second, the Kaiser eigenvalue 

criterion indicates the need to retain only those components that have eigenvalues greater than one, which 

helps identify significant components. In addition, the optimal number of components can be determined 

based on the specific requirements of the model, possibly through experiments on test data. The eigenvectors 

are ordered in descending order of their respective eigenvalues, where the first principal component 𝑃𝐶1 

explains the most variability in the data, 𝑃𝐶2 the next largest variability, and so on. Thus, if we want to keep 

only 𝑘 principal components, we can select only the first 𝑘 eigenvectors and calculate only their 

corresponding principal components, for example,𝑃𝐶1, 𝑃𝐶2, 𝑃𝐶3, 𝑃𝐶4, 𝑃𝐶5. These principal components can 

be used in further data analysis or as features to train machine learning models. The factor analysis method is 

used to identify the latent factors underlying the observed variables. These latent factors explain the 

correlations between observed variables. Our factor analysis model has m latent factors. Mathematically, FA 

models the observed variables 𝑋 as (3). 
 

𝑋 = Λ𝐹 + 𝜀 (3) 
 

where 𝑋 is a data matrix of dimension 𝑛 × 𝑝, where n is the number of observations, and 𝑝 is the number of 

original features. 𝐹 is a matrix of latent factors of dimension 𝑛 × 2 (for two factors), where 𝑛 is the number 

of observations. Λ is a 𝑝 × 2 factor loading matrix containing coefficients for each original feature and each 

latent factor. 𝜀 is an 𝑛 × 𝑝 error matrix representing the random error or noise in the data. Equation (2) 

describes a linear model in which the original data 𝑋 is decomposed into the product of a factor loadings 

matrix Λ and a latent factor matrix 𝐹, with the addition of an error matrix 𝜀. This model seeks to minimize 

the approximation error between the observed data and its predicted values based on the latent factors. 

The selection of two latent factors to be calculated in a factor analysis method can be justified on the 

basis of various factors, such as assumptions about the structure of the data, empirical observations, or 

analysis of the results of preliminary studies. In this case, the choice of two factors was probably made based 

on an analysis of data variability and model requirements. The factor analysis method seeks to identify the 

latent factors that best explain the observed variability in the original data. Estimating a factor analysis model 

takes into account the overall variability in the data and attempts to separate it into common and unique. The 

two principal components can be selected to retain the largest portion of the total variance explained by the 

latent factors. To calculate the values of latent factors using factor analysis, methods for estimating model 

parameters, such as the least squares method or the maximum likelihood method, are often used. These 

methods help find values of latent factors that best explain the variability in the original data. For example, 

the least squares method can be used to estimate model parameters by minimizing the sum of squared 

residuals between the original data and its predicted values based on latent factors. Therefore, two latent 

factor scores were calculated based on the factor analysis method to best describe the variability in the 

original data and provide a more interpretable model. 

Machine learning offers a range of techniques that can analyze complex relationships in data and 

make predictions based on learned patterns. The main advantage of such algorithms is their ability to adapt to 

new information and improve their predictive abilities as new data is processed. For the agricultural sector, 

this means the ability to predict yields taking into account changes in climatic conditions and economic 

parameters. Among the algorithms used, it is worth noting gradient boosting methods such as LightGBM and 

XGBoost, have proven their effectiveness in processing large data sets with high prediction accuracy. 

Additionally, SVM is used for classification and regression in cases where the data structure is complex and 

requires a non-linear approach to class separation. XGBoost is an implementation of the gradient boosting 

algorithm. It creates an ensemble model by sequentially adding new models to correct errors made by 

previous models as shown in Figure 1. Each new model corrects errors, making predictions more and more 

accurate. XGBoost uses gradient descent to minimize the loss function, optimizing the parameters of decision 

trees at each stage. 
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Figure 1. The architecture of the XGBoost method 

 

 

SVM is designed to solve classification and regression problems. The basic idea is to find a 

hyperplane in feature space that best divides the data into classes. In the case of linearly inseparable data, 

SVM uses so-called kernels to move to a higher-dimensional space where the data becomes separable. SVM 

seeks to maximize the gap between classes by relying on support vectors that represent the most difficult data 

points to classify as shown in Figure 2. 

 

 

 
 

Figure 2. The architecture of the SVM method 

 

 

Unlike XGBoost, the SVM training process is not iterative in the sense that it does not build the 

model in stages, adding new models to correct errors. SVM solves the optimization problem to find the best-

separating hyperplane immediately. After determining the support vectors and adjusting the model 

parameters, the training process is completed. LightGBM is a gradient-boosting library developed and 

maintained by Microsoft. It is an efficient and scalable implementation of gradient-boosting algorithms 

optimized for working with large data sets and high learning rates in Figure 3. 
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Figure 3. The architecture of the LightGBM method 

 

 

LightGBM has several key features that contribute to its effectiveness in machine learning tasks. 

A notable feature is the use of histograms to build decision trees, which speed up the process by replacing 

traditional data sorting. In addition, LightGBM applies a leaf algorithm for constructing trees, expanding 

nodes with the largest reduction in the loss function. This results in deeper and more complex trees, 

potentially increasing model accuracy. The framework automatically processes categorical features without 

requiring their prior conversion to a numeric format. Particularly important is the high speed of learning and 

prediction due to the use of histogram methods and leaf partitioning, which is useful when working with 

large amounts of data. The model provides a wide range of parameters for regularization and optimization, 

making it easier to fine-tune and prevent overfitting. In addition, LightGBM has built-in support for cross-

validation and early stopping, making it easier to select the optimal number of trees and prevent overfitting. 

Visualization of the learning process, including learning curves and feature importance, further facilitates the 

analysis and interpretation of simulation results. 

 

 

3. RESULTS AND DISCUSSION  

In this work, to optimize agricultural land use, a model was developed in Figure 4, combining 

methods of data dimensionality reduction, numerical optimization, and predictive analysis for efficient land 

use in agriculture. In the first step, we used PCA to transform the original data set and identify the main 

components influencing land productivity. These components, representing the main drivers of variation, 

were then added to the data set as new features. The next step was to use factor analysis, which further 

reduced the dimensionality of the data by identifying latent variables, or factors, that have strong predictive 

potential. These factors were also included in the model as new features. 

In a process of sequential learning based on the provided data, a classification model was first 

developed to determine the type of crop using features such as the sum of temperatures, precipitation, 

previous crop, planting area, pH level, sowing date, use of nitrogen, phosphorus, potassium, manure, 

availability pests, cadastral value, land tax and degree of mineralization. Next, based on these same features 

plus the predicted crop type from the first model, a regression model was trained to predict the gross yield, 

thus allowing us to take into account both the initial and received data on the crop type. The final step was 

training a third regression model to predict costs, where the input data was the original features, the results of 

previous models, as well as additional analytical data, such as the results of the principal component analysis 

and factor analysis. This approach to sequential learning made it possible to effectively take into account the 

relationships between various aspects of agricultural production, significantly increasing the accuracy and 

quality of forecasts at each stage. 

To solve the resource optimization problem, the simplex method was used, the goal of which was to 

maximize productivity under given budget constraints. Within the framework of agricultural optimization, 

the goal is usually to maximize economic profit or yield, with an emphasis on increasing gross yield, which is 

formulated as the problem of maximizing the total gross yield (4). 
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Figure 4. Model for predicting the optimal use of agricultural land 

 

 

Σ(𝑌𝑖𝑒𝑙𝑑𝑖 ∗ 𝐴𝑟𝑒𝑎𝑖) (4) 

 

where 𝑌𝑖𝑒𝑙𝑑 is the yield per unit 𝐴𝑟𝑒𝑎𝑖, and 𝐴𝑟𝑒𝑎 is the planted area for crop 𝑖. Constraints include 

economic frameworks expressed in terms of (5). 

 

Σ(𝐶𝑜𝑠𝑡𝑖 ∗ 𝐴𝑟𝑒𝑎𝑖) ≤ 𝐵𝑢𝑑𝑔𝑒𝑡 (5) 

 

where 𝐶𝑜𝑠𝑡 is the cost of inputs per unit, including the cost of fertilizers, and labor, and other operating costs, 

and 𝐵𝑢𝑑𝑔𝑒𝑡 is the total available budget, as well as agronomic constraints for the optimal selection of crops 

that maintain crop rotation and soil fertility, which ensures not only economic efficiency but and promotes 

the long-term sustainability and productivity of agricultural systems, reflecting integrated goals related to 

financial benefit, environmental sustainability, and agronomic requirements? The obtained optimal values 

were integrated into the model in the form of additional features. In the final stage, these features were used 

to train three different machine learning algorithms: LightGBM, XGBoost, and SVM. Each of these models 

was trained on a classification or regression task, depending on the land use purpose, and was evaluated 

based on its accuracy. LightGBM achieved the highest accuracy of 99.98%, showing that it is particularly 

effective for this data set and task. XGBoost also showed a high accuracy of 95.99%, making it a valuable 
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tool for predictive modeling in agricultural applications. SVM showed a significantly lower accuracy of 

43.65%, which may indicate that this method is less suitable for processing this type of data or requires 

additional parameter tuning. Thus, an integrated model incorporating numerical methods and machine 

learning shows significant potential for optimizing agricultural land use, offering tools for more efficient and 

sustainable management of agricultural resources. 

In the course of the research, data on land use and productivity in a certain agricultural area for the 

period from 2021 to 2023 were analyzed. In 2021, wheat was sown on an area of 18,500 hectares, resulting in 

a gross harvest of 320,050 tons, at a total cost of 6,000,000 tenge. The next year, 2022, peas were sown on an 

area of 16,200 hectares, which resulted in a gross harvest of 262,440 tons at a cost of 3,500,000 tenge. In 

2023, the analyzed area was again used for growing wheat on an area of 19,370 hectares, which made it 

possible to harvest a crop of 321,542 tons at a financial cost of 6,500,000 tenge. Based on data for the 

specified period and the application of our developed model for predicting optimal land use, the following 

forecasts were made for the 2024 agricultural season. The first class of crops is represented by barley, which, 

according to the model, demonstrates a success rate of 91.22%, with a projected gross yield estimated at 

320,050.03125 tons with costs equal to 5,999,999.5 tenge. The second class is wheat with a probability of 

successful cultivation of 1.48%, an estimated gross yield of 316,438.90625 tons, and costs of 5,999,309.5 

tenge. The third class of crops includes vegetables, where the probability of achieving the desired indicators 

is 0.98%, and the gross harvest is predicted at 320,053.90625 tons for 5,375,918.5 tenge. Thus, the presented 

data and model calculations allow us to conclude that there is a high probability of efficient use of land 

resources when sowing barley in the agronomic season of 2024, taking into account the ratio of expected 

yield and costs. 

Optimal selection of crop passives, aimed at selecting those types of crops that provide the best 

conditions for the next season, taking into account crop rotation and soil improvement, is a key aspect of 

agricultural optimization and can be integrated into the optimization model through additional constraints. 

These limits ensure that agronomic principles of crop rotation are followed to prevent soil degradation and 

maintain soil fertility, allowing agronomists and agricultural managers to make decisions that balance 

economic efficiency with long-term sustainability and productivity of the land. This approach requires the 

formulation of the objective function and constraints in such a way that they reflect the complex goals of 

agricultural activity, including not only financial benefits but also environmental sustainability and 

agrotechnical requirements, thereby ensuring integrated and sustainable development of the agro-industrial 

sector. 

 

 

4. CONCLUSION 

Our research demonstrated how the integration of principal component analysis (PCA), Factor 

analysis (FA), and machine learning can significantly enhance forecasting and optimization in agricultural 

land use. A three-year study revealed critical relationships between land use, productivity, and economic 

performance, forming the foundation for creating a predictive model. These methods simplified multivariate 

data by identifying underlying components and latent factors, thereby improving the data quality for 

subsequent analysis. The simplex method was used to find the optimal land use strategy, ensuring a balance 

between gross yield and costs. 

The application of machine learning algorithms, such as LightGBM and XGBoost, showed high 

accuracy in yield prediction, with LightGBM achieving the highest accuracy of 99.98% and XGBoost at 

95.99%. The SVM algorithm, while providing valuable insights into complex data aspects, showed lower 

accuracy at 43.65%, indicating the need for additional parameter tuning or its lower suitability for this data 

type. The developed model provides valuable recommendations for agronomic practice and has significant 

potential for sustainable agricultural sector development, offering tools for more efficient and sustainable 

management of agricultural resources, ultimately enhancing productivity and economic efficiency. 
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