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 The presence of haze in an image is one of the challenges in computer vision 

tasks, such as remote sensing, object monitoring, and traffic monitoring 

applications. The hazy image is considered to contain noise and it can 

interfere with the image analysis process. Thus, image dehazing becomes a 

necessity as part of image enhancement. Dark channel prior (DCP) is one of 

the images dehazing methods that works based on a physical degradation 

model and utilizes low-intensity values from outdoor image characteristics. 
The DCP method generally consists of some steps, which are finding the 

dark channel and gradient image, estimating the sky region, atmospherical 

light, and transmission map, and reconstructing the dehazed image. This 

study introduces image dehazing by utilizing the Gaussian filter combined 
with the DCP method to increase the sharpness and accentuate the details of 

hazy images. Experimental results show that the proposed method could 

produce dehazed images with a visual quality is 18.94 dB on average or an 

increase of 11.91% compared to the original hazy image with a similarity 
index is 66.71% on average or an increase of 8.10%. Therefore, it is 

expected that this study can contribute to the image dehazing method 

enrichment based on DCP. 

Keywords: 

Dark channel prior 

Gaussian filter 

Hazy images 

Image dehazing  

Single-image dehazing 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Oky Dwi Nurhayati 

Department of Computer Engineering, Diponegoro University 

Semarang 50275, Indonesia 

Email: okydwin@gmail.com 

 

 

1. INTRODUCTION 

Image is one of the substantial inputs in computer vision tasks. For understanding and interpreting 

visual information with reliable accuracy, computer vision applications require a high-quality input image, 

such as safety monitoring, remote sensing, autonomous driving assistance, surveillance, video analysis, 

image classification, image segmentation, object detection, radar tracking, behavior analysis, and aerial 

imaging [1]–[8]. However, input images from the acquisition are sometimes not always able to produce a 

high-quality input image. In the case of outdoor images that are captured in an outdoor environment, there 

are many factors to produce a high-quality image acquisition. Several factors may be controllable, such as a 

camera, lens, sensor, and also a photographer. Providing good quality devices with the right settings and 

supported by expertise in photography will help to produce a high-quality image acquisition. Nevertheless, 

there is also an uncontrollable factor, such as weather or atmospherical conditions. Outdoor image captured 

in bad or poor weather conditions often has low quality due to the presence of particle pollution in the 

atmosphere such as fog or haze, dust, smoke, water droplets, and other conditions affected by aerosols [1], 

[2], [4], [9], [10]. The hazy images affect the brightness, contrast, and sharpness, and it usually has an impact 

on the accuracy level of analysis [4], [11].  

https://creativecommons.org/licenses/by-sa/4.0/
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Dealing with this importance, image dehazing become a popular task in computer vision as an 

image preprocessing to improve the image visually by reducing or removing the effect of haze that covers the 

image [1], [2]. Image dehazing will enable computer vision analysis from low-level interpretation toward 

high-level understanding. There are numerous image dehazing methods have been proposed to reduce or 

remove the haze effect from an image. Those methods have their characteristics, assumptions, and 

constraints. Image dehazing is generally undertaken using the atmospheric scattering model (ASM) from 

hazy images [12]. Based on the number of input hazy images, the image dehazing methods can be 

categorized into two types that are multiple and single image dehazing [1], [13]. The multiple-image 

dehazing works with several hazy images of the same scene to map to its dehazed image, while the single-

image dehazing technique works with only one hazy image used to map to its dehazed image. In multiple-

image dehazing, a dehazed image is recovered from hazy images based on the different polarizing filters 

using a degree of polarization, and different weather conditions [14]–[17] to overcome the effects of poor 

weather. Another approach in multiple-image dehazing is proposed using additional segmentation to follow 

the change of scene in multiple-image dehazing [18]. The use of multiple inputs of hazy images can provide 

a variety of different information that can complement each other. It will be expected to lead to a benefit on 

dehazing processes, such as estimation of transmission map and atmosphere light to produce a better 

dehazing image quality. However, this dehazing type has some difficulties to implement practically, such as 

the availability of different images in the same scene in a short time, computational complexity, 

dependencies between input images, and special device requirements [1], [15]. To deal with these limitations, 

a single-image dehazing method got a lot of attention from many studies to get a better dehazed image 

because this method is more realistic in practice through a more efficient process [19]–[21].  

Based on these considerations, this study will focus on hazy image enhancement on the single image 

dehazing approach. Single-image dehazing uses one hazy image with a priori assumptions that emphasize the 

additional information or prior knowledge to obtain the dehazed image [15], [21]. There are some single-

image dehazing techniques based on prior knowledge have been proposed over recent years. Earlier, Tan [22] 

proposed single-image dehazing using two prior assumptions based on contrast and attenuation. It was 

assumed that the contrast of the hazy-free image is higher than that of the hazy image. Besides, the 

attenuation of the spots should be smooth and it is assumed as a continuous function of distance. This method 

can maximize local contrast using one haze image but cause a halo effect [15]. Further, Fattal [23] proposed 

three steps for image dehazed, which are estimating the surface albedo, obtaining the medium transmission, 

and recovering the hazy-free image. He used independent component analysis (ICA) and a Markov random 

field (MRF) model for surface estimation. This method could produce impressive results, but unsuitable for 

heavy haze images and the assumption may become invalid [15]. Related to the Tan method [22], Kratz and 

Nishino [24] proposed a factorial Markov random field (FMRF) for estimating the scene albedo and depth 

from a single degraded image. Nishino et al. [25] proposed a Bayesian defogging for a similar purpose. Their 

methods could achieve a good dehazed image but retain some artifacts in infinite-depth regions [15].  

The other single-image dehazing method was proposed by He et al. [26] through a dark channel 

prior (DCP) algorithm to fit out a shortcoming of both Tan and Fattal methods [15], [22], [23]. The DCP 

method realized the dark pixel principle with the atmospherical scattering model and the transmission map 

function is approximated by the dark channel of the image [1], [15], [19]. The principle of the DCP is that the 

haze-free image has at least one color channel with a very low intensity close to zero and it can be used to 

estimate the atmospheric light and transmission map function [1], [15], [26]–[28]. Many improvements in 

image dehazing method based on DCP have been proposed using many approaches, such as edge-preserving 

smoothing, bilateral filtering, trilateral filter, guided image filtering, smooth filtering, anisotropic diffusion, 

window adaptive method, associative filter, mean filters, mean shift filtering, adaptively subdivided quadtree, 

interpolated filter, Wiener filter, gamma correction, fuzzy theory, and a fusion strategy that widely to 

optimize the transmission map. The other methods were proposed using dual transformation maps [29], color 

attenuation prior [30], morphological reconstruction [31], and adaptive air light refinement [32], The DCP 

principle offers a new concept, and its effectiveness in image dehazing makes this method get more attention 

to be adopted in the majority of recent image dehazing methods [19]. However, there are also deficiencies in 

this method that require a high computation for transmission map and dehazing an image that contains a 

majority area because of the inhomogeneous color [33]. Several image dehazing methods are  

Based on the background, it shows that image dehazing is still a challenging research field to 

produce better quality images that finally can help computer vision tasks for getting useful information from 

hazy images. Image dehazing usually produces a smoothed dehazed image that obscures the edge so the 

image appears blurry. Considering the simplicity and effectiveness of the DCP method, this study proposes to 

enhance the transmission map by utilizing the normalized Gaussian filtering on the gradient image based on 

DCP to sharpen the edge. The image gradient represents a directional change in image intensity or measures 

the change of pixel intensity in a certain direction. Computing the image gradient will detect the edges that 
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represent the detail of the image. These edges are then used to utilize the detail enhancement on the DCP 

method. To achieve this objective, Gaussian filtering will be proposed in this study as the preprocessing 

phase before applying the dehazing based on the DCP method. Moreover, the main contributions of this 

research are: i) evaluating the use of the Gaussian filter to sharpen the image edges of the hazy images to 

improve the de-hazing process quality; and ii) reconstructing the de-hazed image based on the gradient of the 

Gaussian filtered hazy image.  

This article is presented in several sections to demonstrate the proposed method and its performance. 

The proposed methods including the basic methods of Gaussian and DCP are presented in section 2. Research 

methods for carrying out experiments, especially the use of datasets and performance evaluation methods are 

presented in section 3. Experimental results and discussion are presented in section 4 and end with conclusions 

presented in section 5. 

 

 

2. PROPOSED METHOD 

The hazy image occurs due to bad weather with an accumulation of particles in the atmosphere such 

as haze and fog, thereby holding up the light scattered in the particles along the transmission between the 

scene and the image capture medium. Hazy images can reduce the visibility and contrast of digital images 

taken in adverse weather conditions. Mathematically, if 𝐼 is the observational hazy image and 𝐽 is the haze-

free image, the forming process of a hazy image is modeled in (1) [20], [25], [27], [34], as:  

 

𝐼(𝑥) = 𝐽(𝑥)𝑒−𝛽𝑑(𝑥) + 𝐴(1 − 𝑒−𝛽𝑑(𝑥)), (1) 

  

where 𝑥 represents the image pixel coordinates, 𝐴 is the global atmospherical light, 𝛽 is the coefficient of 

atmospherical scattering, and 𝑑 is the level of scene depth. The term 𝑒−𝛽𝑑(𝑥) represents a transmission map, 

which is formulated as 𝑡(𝑥) in (2) [20]:  

 

𝑡(𝑥) = 𝑒−𝛽𝑑(𝑥) (2) 

 

In good or clear weather, the coefficient 𝛽 is 0, so it will get an image 𝐼 close to the image 𝐽 or 𝐼 ≅ 𝐽. 

Conversely, in hazy weather, the coefficient 𝛽 cannot be ignored or 𝛽 ≠ 0. The first term in (1), i.e., 

𝐽(𝑥)𝑡(𝑥), is called direct attenuation which decreases as the depth of the scene increases. The second term in 

(1), that is 𝐴(1 − 𝑡(𝑥)), is called the atmospherical light which increases as the depth of the scene increases. 

Image dehazing is introduced to recover image 𝐽 from the hazy image 𝐼 in (3) based on the estimated values 

of 𝐴 and 𝑡 [20] as (3). 

 

𝐽(𝑥) =
𝐼(𝑥)−𝐴

𝑡(𝑥)
+ 𝐴. (3) 

 

In the dark channel prior approach, the haze-free image is assumed to have dark pixels with an 

intensity value close to zero in at least one color channel in the images [20], [25], [27], [35], which is defined 

in (4). 

 

𝐽𝑑𝑎𝑟𝑘(𝑥) = min
𝑦∈Ω

 ( min
𝑐∈{𝑟,𝑔,𝑏}

𝐽𝑐(𝑦)), (4) 

 

where, 𝐽𝑐 is the intensity for color channel 𝑐 ∈ {𝑟, 𝑔, 𝑏} of the color image and Ω(𝑥) is the local patch 

centered at pixel 𝑥. The minimum value of the three-color channels and all pixels within Ω(𝑥) are selected as 

the dark channel 𝐽𝑑𝑎𝑟𝑘(𝑥). The low intensity in the dark channel has three features, namely: i) shadows, ii) 

surfaces, and iii) dark objects. So, the pixel in the dark channel can be estimated to have a value close to 0 or 

𝐽𝑑𝑎𝑟𝑘(𝑥) → 0 and is called dark channel prior (DCP) [20], [27]. Conversely, the dark channel of a blurred 

image produces pixels above zero.  

The atmospheric light tends to be bright, and the incorporation of atmospheric light and direct 

attenuation can significantly increase the minimum value of the three-color channel in the local spot. This 

means that the dark channel pixel values can be an important signal for estimating the haze density. Based on 

the formula in (1), the local patch minimum intensity for the color channel can be obtained in (5) [20], [36]: 

 

min
𝑦∈Ω(𝑥)

𝐼𝑐(𝑦)

𝐴𝑐 = 𝑡(𝑥)
𝐽𝑐(𝑥)

𝐴𝑐 + (1 − 𝑡(𝑥)). (5) 
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The local path Ω(𝑥) is assumed to be constant and is represented as 𝑡(𝑥). Then the minimum values of the 

three-color channels are applied in (6): 

 

min
𝑦∈Ω(𝑥)

𝐼𝑐(𝑦)

𝐴𝑐 = �̃�(𝑥) min
𝑦∈Ω(x)

( min
𝑦∈Ω(x)

𝐽𝑐(𝑥)

𝐴𝑐 ) + (1 − �̃�(𝑥)). (6) 

 

Based on the estimated DCP value, that is 𝐽𝑑𝑎𝑟𝑘(𝑥) → 0, the �̃�(𝑥) can be represented in (7) [25], [27]: 

 

�̃�(𝑥) = 1 − 𝜔 min
𝑦∈Ω(𝑥)

(min
𝑐

𝐽𝑐(𝑦)

𝐴𝑐 ), (7) 

 

where, 𝜔 ∈ [0, 1] is a parameter used to maintain a certain depth of field so that the image is more natural 

and realistic. The presence of haze in the image can be assumed to be a noise that comes randomly. The 

Gaussian filtering technique itself is one of the popular techniques for edge detection and noise reduction 

caused by low illumination or transmission [37]. Gaussian filtering works with a Gaussian kernel based on 

the Gaussian distribution function to determine the weights in the kernel to calculate the weighted average of 

neighboring pixels in an image. With the Gaussian filtering preprocessing, it is expected to get better material 

input for the dehazing technique because a part of the hazes has been reduced. The Gaussian kernel in 𝑁𝐷 

dimension is formulated in (8) [38], 

 

𝐺𝑁𝐷(�̃�, 𝑎) =
1

(𝜎√2𝜋)𝑁 𝑒
−

|�̃�|2

2𝜎2, (8) 

 

where, �̃� is the vector in 𝑁 dimension and 𝜎 is the standard deviation of Gaussian distribution. In the 2𝐷 

distribution, which is commonly for image processing, the Gaussian function has the form as shown in (9) 

[39]. 

 

𝐺2𝐷(�̃�, �̃�, 𝑎) =
1

(𝜎√2𝜋)𝑁 𝑒
−

𝑥2+𝑦2

2𝜎2 . (9) 

 

The Gaussian filter is generally used for image smoothing by weighting the pixels in the 

neighborhood around the Gaussian kernel. In image processing, the Gaussian filters have advantages in 

smoothness, robustness, and efficiency. This filter is very useful for image enhancement such as image 

denoising and image sharpening, and also edge detection. So, using the Gaussian filter will take many effects 

at once. Regarding the use of the Gaussian filtering in image dehazing, the Gaussian filter is expected could 

reduce the noise on the raw hazy image. However, as the Gaussian filter works based on the convolution 

technique [40], it will produce a blur or smooth image, which will reduce the edge information [41]. The 

standard deviation and the image padding can be used to control the degree of smoothing [34]. There are 

many image padding types, such as circular repetition of elements within the dimension, repeating border 

elements of an array, or symmetric with mirror reflections of itself.  

As the Gaussian produces a weighted average of each pixel’s neighborhood toward the central pixel 

value, it will provide soft smoothing and preserve the edges [35]. The Gaussian filter is also invariant in the 

gray-level image, where the normalization coefficient is 1/2𝜋2 as formulated in (9) remains the gray level 

average on the blurred image [39]. The original and the hazy images itself are shown in Figure 1(a) and 

Figure 1(b). Figure 1(c) shows an example of the Gaussian filtering for the hazy image enhancement. It 

shows that the use of a Gaussian filter could enhance the quality of hazy images. The filtered hazy image 

looks smooth with less noise and still retains the image detail. Based on the Gaussian filter performances, this 

study proposes the use of Gaussian to enhance the raw hazy image quality before it is dehazed using the 

DCP. 

Figure 2 shows the experiment stages that are designed into several steps. The first step is input 

preprocessing. In this step, the hazy image input is filtered by Gaussian filtering. As the Gaussian is a 

smoothing kernel, it will produce a smooth image and may reduce the detail. The image padding and the 

standard deviation can be used to control the smoothness to avoid losing more of the image detail. The next 

step is finding the dark channel of the hazy image by selecting the minimum pixels in the gray level guided 

by the selected window size. The next step is computing the gradient both the magnitude and direction. This 

gradient is then used for finding the sky region, which will be used to estimate the atmospheric light and 

transmission map. Those estimations will be used to reconstruct the dehazed image using the atmospherical 

light and transmission map estimation. Finally, the hazy and dehazed images will be evaluated using peak-

signal-to-noise-ratio (PSNR) and structural index similarity (SSIM) compared to the ground-truth images.  
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(a) (b) (c) 

 

Figure 1. Gaussian filter example of (a) original haze-free image, (b) original hazy image (PSNR=15.61 dB), 

and (c) filtered hazy image (PSNR= 33.24 dB, image padding=circular) 

 

 

 
 

Figure 2. Experimental stages diagram for the proposed method 

 

 

3. RESEARCH METHOD 

3.1.   Experimental dataset 

This experiment uses a public outdoor scene dataset, namely the O-HAZE dataset, which is a 

dehazing benchmark with real hazy and haze-free outdoor images captured under the same illumination 

parameters [36], [42]. This dataset contains 45 pairs of hazy and haze-free images and it can be downloaded 

at the URL: https://data.vision.ee.ethz.ch/cvl/ntire18/o-haze/. This dataset has been introduced by Ancuti  

et al. [36] for a comparative study of state-of-the-art dehazing techniques. However, due to similar analysis 

on each image in this article, this experiment was only carried out on the first four hazy images of the dataset 

as a sample analysis, which are oh1.png, oh2.png, oh3.png, and oh4.png. Figures 3(a)-3(d) shows the hazy 

images, while Figures 3(e)-3(h) shows the ground-truth images that are used in this experiment. 

 

3.2.  Performances evaluation method 

The performance evaluation of the proposed method is measured by the PSNR and SSIM metrics. 

The PSNR is an image quality metric that compares the pixel values of the original image to the processed 

image due to the occurrence of some changes or transformations to the original image. This PSNR is 

computed by calculating the ratio between the maximum signal power and the power of the distorting noise, 

which is measured using mean squared error (MSE). The PSNR is a logarithm term of the decibel scale and 

has units of decibels (dB). A higher value of PSNR indicates that the processed image is close to the original 

image. Suppose 𝑥 is an original image with 𝑀 × 𝑁 and 𝑦 is the processed image with 𝑀 × 𝑁 of size, 𝑚𝑎𝑥 is 

the maximum of the signal scale, 𝑀 is the number of rows, and 𝑁 is the number of columns. The PSNR 

between 𝑥 and 𝑦 is then formulated in (10) [39], [42]–[44]. 

 

PSNR(𝑥,𝑦) =
10𝑙𝑜𝑔10(𝑚𝑎𝑥2)

1

𝑀×𝑁
∑ ∑ (𝑥𝑖,𝑗−𝑦𝑖,𝑗)2𝑁

𝑗=1
𝑀
𝑖=1

. (10) 

https://data.vision.ee.ethz.ch/cvl/ntire18/o-haze/
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The SSIM metric is an image quality metric that compares the luminance, contrast, and structure of 

the original image to the distorted image. The SSIM metric is also known as the two-image similarity index 

that assesses the visual impact of an image after processing. Suppose 𝑥 is an original image with 𝑀 × 𝑁 of 

size and 𝑦 is a processed image with 𝑀 × 𝑁 of size, the SSIM value between 𝑥 and 𝑦 is formulated in (11) 

[39], [42]–[45] as, 

 

SSIM(𝑥,𝑦) = [𝑙(𝑥, 𝑦)]∝[𝑐(𝑥, 𝑦)]𝛽[𝑠(𝑥, 𝑦)]𝛾 (11) 

 

𝑙(𝑥, 𝑦) =
2𝜇𝑥𝜇𝑦+𝐶1

2𝜇𝑥
2+𝜇𝑦

2+𝐶1
 (12) 

 

𝑐(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦+𝐶2

2𝜎𝑥
2+𝜎𝑦

2+𝐶2
  (13) 

 

𝑠(𝑥, 𝑦) =
𝜎𝑥𝑦+𝐶3

𝜎𝑥𝜎𝑦+𝐶3
 (14) 

 

with 𝜇𝑥 and 𝜇𝑦  are the local means of image 𝑥 and 𝑦, 𝜎𝑥 and 𝜎𝑦 are the deviation standards of images 𝑥 and 

𝑦, 𝜎𝑥𝑦 is a cross-covariance between 𝑥 and 𝑦, and 𝐶1, 𝐶2, and 𝐶3 are the regularization constants for the 

luminance 𝑙(𝑥, 𝑦), contrast 𝑐(𝑥, 𝑦), and structural 𝑠(𝑥, 𝑦) terms, which are formulated in (12), (13), and (14), 

respectively. As with PSNR, a higher SSIM value indicates that the processed image has a similar image 

structure to the original image. 

 

 

    
(a) (b) (c) (d) 

 

    
(e) (f) (g) (h) 

 

Figure 3. Hazy images dataset of (a) oh1_hazy.png, (b) oh2_hazy.png, (c) oh3_hazy.png,  

and (d) oh4_hazy.png; and ground truth images: (d) oh1.png, (e) oh2.png, (f) oh3.png, and (g) oh4.png 

 

 

4. RESULTS AND DISCUSSION 

The first experiment performs image preprocessing on an image dataset by applying Gaussian 

filtering. Each value in a Gaussian filter comes from a zero-mean Gaussian distribution with a standard 

deviation that can be adjusted in size. Figures 4(a) to 4(d) show the histogram images comparison before and 

after filtering for each hazy image. Based on the histograms, some numbers of pixels are corrected and are 

expected to have an impact on the haze reduction process. The PSNR values of oh1_hazy.png, oh2_hazy.png, 

oh3_hazy.png, and oh4_hazy.png before filtering are 14.68, 15.61, 14.99, and 21.76 dB, respectively. After 

filtering, the PSNR values become increased to 14.83, 15.61, 15.16, and 22.07 dB, respectively. Figures 5(a) 

to 5(d) show the visual quality of the hazy images after Gaussian filtering. There is a bit of imperceptible 

improvement after filtering that provides different visual impacts, such as sharpening, brightness, and blur.  
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(a) (b) 

 

  
(c) (d) 

 

Figure 4. The haze image histogram before (blue color) and after filtering (red color): (a) oh1_hazy.png, 

(b) oh2_hazy.png, (c) oh3_hazy.png, and (d) oh4_hazy.png 

 

 

    
(a) (b) (c) (d) 

 

Figure 5. The visual quality of the hazy images after Gaussian filtering of (a) oh1_hazy.png, 

(b) oh2_hazy.png, (c) oh3_hazy.png, and (c) oh3_hazy.png 

 

 

The next step of this experiment is the main processing for hazy image reduction using a guided 

filtering method based on DCP. This step consists of several processes, such as dark channel transformation, 

atmospheric estimation, minimization of dark channel filter, and finally applying guided filtering for dehazed 

image reconstruction. The dark channel transformation aims to capture images with dark intensity. As is 

known, a haze-free outdoor image has the special characteristic that it has dark pixels with an intensity value 

close to zero in at least one-color channel in the image. There is a window size parameter should be used to 

take the dark intensity. Figures 6(a) to 6(d) show the dark channel of the hazy images by selecting the 

window size of 7 of the dataset images represented on the right side. The pixel values of these dark channels 
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for all hazy images are in the range of [0.11; 0.58], [0.01; 0.82], [0.14; 0.76], and [0.05; 0.51], with deviation 

standards 0.016, 0.03, 0.02. and 0.03, respectively. These dark channel images are then optimized by 

minimum filtering to take the smallest intensity level of the dark channel. 

Finding the gradient of the hazy gray level image is then performed to identify the sky region. The 

gradient magnitude is then processed by guided filtering to refine the new and smoothed gradient by median 

filtering. In this experiment, the gradient is computed by an intermediate method with the gradient magnitude 

and gradient direction. Figures 7(a) to 7(d) show the both gradient magnitude and gradient directions of all hazy 

images. 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure. 6 Original hazy images (left) and dark channel images (right) of (a) oh1_hazy.png, (b) oh2_hazy.png,  

(c) oh3_hazy.png, and (d) oh4_hazy.png 

 

 

  
(a) (b) 

 

  
(c) (d) 

 

Figure 7. Gradient magnitude (left) and gradient direction (right) on the gray level of (a) oh1_hazy.png,  

(b) oh2_hazy.png, (c) oh3_hazy.png, and (d) oh4_hazy.png 
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The sky region is then obtained by thresholding based on this gradient magnitude. The gradient pixel 

values below 0.01 are then assigned as the black pixels, conversely assigned to the white pixels. Figures 8(a) 

to 8(d) show the selected sky region results of the hazy images shown on the right side. The sky region 

images are then used to estimate the atmospherical light and transmission map. Atmospherical light is 

estimated from the dark channel based on local patches. If the size of the local patch is insufficient then the 

largest local patch is used to estimate atmospherical light.  

Next, atmospherical light estimation is carried out using the pixel with the highest dark pixel value. If 

there is a brightly shining object, it can be filtered with local entropy. The atmospheric transmission map 

estimation is started by building a transmission matrix. This matrix is computed by dividing the difference 

value of the dark channel by the maximum value of the dark pixels weighted by the parameter 0 ≤ ω ≤  1 

of the average value of the dark channel pixels. Figures 9(a) to 9(d) show the transmission map results using 

𝜔 = 0.9. 

 

 

  
(a) (b) 

 

  

(c) (d) 

 

Figure 8. Hazy image (left) and sky region (right) of (a) oh1_hazy.png, (b) oh2_hazy.png, (c) oh3_hazy.png, 

and (d) oh4_hazy.png 

 

 

    
(a) (b) (c) (d) 

 

Figure 9. Transmission map estimation of (a) oh1_hazy.png, (b) oh2_hazy.png, (c) oh3_hazy.png,  

and (d) oh4_hazy.png 

 

 

The final step is reconstructing the dehazed image by atmospherical light and transmission map. The 

dehazed image can be carried out with the direct attenuation term as the transmission 𝑡(𝑥) is closest to zero. 

This reconstruction also uses a transmission map threshold to prevent the image pixel value from becoming 

too large when the projection map is very small. The threshold value is chosen to be a small threshold pixel 

value to prevent the overall transition to the white point. For pixel values less than the threshold value then it 

can be assigned closer to that threshold value. Figures 10(a) to 10(d) shows the reconstruction results of all 

hazy images with a threshold of 0.1.  
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(a) (b) (c) (d) 

 

Figure 10. Reconstructed de-hazed image of (a) oh1_hazy.png, (b) oh2_hazy.png, (c) oh3_hazy.png,  

and (d) oh4_hazy.png 

 

 

Although the proposed method could not remove haze perfectly, the proposed method could still 

increase the PSNR and SSIM values for all dataset images compared to the ground truth images. For 

example, the PSNR of the hazy image oh1.png before the dehazing process is 14.84dB and increases to 

15.88dB after the dehazing process. The image similarity of the hazy image oh1.png is also increasing from 

44.06% to 48.21%. A similar achievement also occurs in other images, as described in Table 1. 

For a visual explanation, Figures 11(a) and 11(b) show the sample areas of the proposed method 

achievement that are cropped from the hazy and dehazed images. It shows that the dehazed image is more 

perceptible than the original hazy image. From the cropped area of the dehazed image and then enlarged, it 

appears that the proposed dehazing method could retain sharper information. 

The reconstructed dehazed image quality is influenced by the estimation of the transmission factor. 

Figures 12(a) and 12(b) shows the PSNR and SSIM distributions of dehazed images with various 

transmission factors from 0.1 to 1.0. For the hazy image oh1.png, the mean, median, maximum, and 

minimum of PSNR are 15.01 dB, 15.06 dB, 15.20 dB, and 14.63 dB, respectively. For the hazy image 

oh2.png, the mean, median, maximum, and minimum of PSNR are 17.47 dB, 17.63 dB, 18.21 dB, and 16.28 

dB, respectively. For the hazy image oh3.png, the mean, median, maximum, and minimum of PSNR are 

16.89 dB, 16.79 dB, 18.97 dB, and 15.09 dB, respectively. While for the hazy image oh4.png, the mean, 

median, maximum, and minimum of PSNR are 21.73 dB, 21.97 dB, 23.21 dB, and 19.54 dB, respectively. 

For SSIM distributions, the oh1.png has mean, median, maximum, and minimum of SSIM about 49.84%, 

50.42%, 50.93%, and 46.94%, respectively. For the hazy image oh2.png, the mean, median, maximum, and 

minimum of SSIM are 69.46%, 70.38%, 71.33%, and 64.82%, respectively. For the hazy image oh3.png, the 

mean, median, maximum, and minimum of SSIM are 75.21%, 75.30%, 75.86%, and 74.20%, respectively. 

Whereas, for the hazy image oh4.png, the mean, median, maximum, and minimum of PSNR are 70.44%, 

71.14%, 75.24%, and 63.52%, respectively.  

 

 

Table 1. Performance evaluation of the proposed method 

Input Image 
PSNR SSIM (%) 

Hazy Dehazed Deviation Hazy Dehazed Deviation 

oh1_hazy 14.84 15.88 1.04 44.06 48.21 4.15 

oh2_hazy 15.52 18.21 2.59 63.12 66.69 3.57 

oh3_hazy 15.17 18.49 3.32 69.76 75.18 5.42 

oh4_hazy 22.07 23.18 1.11 70/70 76.77 6.07 

 

 

 
(a) (b) 

 

Figure 11. Details of the visual quality enhancement for oh2_png image before de-hazing  

(a) and after de-hazing and (b) using the proposed method 
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(a) (b) 

 

Figure 12. Distribution of (a) PSNR and (b) SSIM values on various transmission maps 𝜔 in [0,1] 

 

 

To strengthen validation, the proposed method is compared with other existing similar methods in 

single image dehazing, which are introduced by Ehsan et al. [29], Zhu et al. [30], He et al. [26], Colores  

et al. [31], and Dhara et al. [32]. For comparison purposes, this experiment uses the house.png image, which 

is used in the performance evaluation of their methods. The ground-truth and hazy images are shown in 

Figures 13(a) and 13(b), respectively. The Gaussian filtered and the dark channel images are shown in 

Figures 13(c) and 13(d) respectively. The gradient and the sky region images are shown in Figures 13(e) and 

13(f), respectively. The transmission map and the reconstructed dehazed images are shown in Figures 13(g) 

and 13(h), respectively. After applying the proposed method, the dehazed image has 16.47 dB of PSNR. This 

achievement shows a visual quality enhancement of the hazy image which previously had a PSNR value of 

14.74 dB compared to the ground-truth haze-free image. Based on this PSNR, the proposed method 

outperforms the other methods in Ehsan et al. [29], Zhu et al. [30], He et al. [26], Colores et al. [31], and 

Dhara et al. [32], where their PSNR values are 14.96 dB, 11.97 dB, 14.19 dB, 9.49 dB, and 13.38 dB, 

respectively [29]. 

 

 

    
(a) (b) (c) (d) 

 

    
(e) (f) (g) (h) 

 

Figure 13. The house.png test image of (a) ground-truth, (b) hazy, (c) Gaussian filtered, (d) dark channel,  

(e) gradient, (f) sky region, (g) transmission, and (h) de-hazed 
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5. CONCLUSION 

Joining the Gaussian filter with the DCP method for image dehazing has been introduced in this 

paper. The Gaussian characteristics, which are efficient, robust, and smooth, can help the DCP image 

dehazing method in taking recovered dehazed images. Although could not recover the haze-free image 

perfectly, the proposed method could still take the dehazed images with better visual quality and similarity 

compared to the common recent DCP methods. It can be tolerated as the Gaussian filter provides a non-

contrast effect. This filter was still able to retain the edge detail which is very useful for recovering the 

dehazed image, but this filter also blurs the image surface which can reduce the strength of the edge detail. 

Further studies need to be carried out to overcome challenges related to the use of DCP in image dehazing, 

such as finding the best gradient, utilizing weight factors in the atmospherical light and transmission 

estimation process, as well as finding better dark images and sky regions. 
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