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 Abnormality in brain tissues is a life-threatening illness in humans Un-bias 

to gender and age if it is unrecognized and untreated within time, will lead to 

severe complications and extreme conditions. The brain tumor is mainly 

influenced by a variety of unpredicted and unavoidable reasons. Its 

evaluation, spread pattern, and identification involves complex assignment. 

Its early grading and the proper classification ensure effective treatment. The 

proposed work attempts to extract and classify the tumor region using an 

automatic classification system for magnetic resonance imaging (MRI) brain 

tumors. A deep learning convolutional neural network-based architecture 

YOLO is employed to classify and detect the tumor from brain MR images. 

The proposed method resulted in superior segmentation, and classification 

performance in terms of subjective visualization and objective metrics as 

compared to state of art approaches. The proposed YOLO-based method 

collectively achieved 98.89% classification accuracy on the BRAINIX and 

Kaggle datasets. 
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1. INTRODUCTION 

Lots of research has been investigated in the last decade on tumor detection. One of the significant 

diseases where tumor detection is addressed is the brain tumor. Even though the tumor is not listed in the first 

position regarding deaths, road accidents take more life than tumors, but the situation in both scenarios is 

different. Road accidents are preventive, and most of the time, they happen due to human negligence. Some 

unavoidable situations are also witnessed for road calamities, such as sudden obstacles, failure in mechanism, 

and many others [1]. In this context, brain tumors can happen due to various reasons such as pollution, stress, 

family background, and eating habits. 

This situation is unavoidable even though many precautions are taken. This type of disease can 

cause much pain to the sufferer. However, recent technological advancement makes it possible to cure it, if 

detected at an early stage. It is important to note that it should be detected in its early stage to offer the proper 

treatment, which is one of the main reasons why lots of research is investigated in this field. In the last 

decade, a 300% increase in brain tumor cases has been noticed, and according to the data of GLOBOCON 

2023 [2]–[5], more than 17.7 million deaths have been registered due to tumor infections. Figure 1 shows the 
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cases and deaths from 2010 to 2022 and the estimated volume from 2023 to 2040. The death rate will be 

controlled and reduced to some extent, and the survival rate can increase. If the infection in tissues can be 

detected in its early stage, it is possible to control and reduce the death rate due to brain tumors [6], [7]. New 

technological evolutions open new findings and help doctors offer patients more convenient and sound 

healthcare.  

 

 

 
 

Figure 1. Estimated number of cases and deaths [4], [5] 

 

 

The tumor is an abnormality growing tissues, and an abnormal enlargement of tissues in brain causes 

tumor in brain. These tissues have no physiological function and perform no activity in the brain. However, as 

they increase the volume in the brain, it creates undue pressure on the brain, and so it affects the overall 

functioning of the brain and causes irregular nerve symptoms [8]. Once the tumor starts developing, they 

overgrow. If the proper treatment is not offered in time, it becomes dangerous and can take a life. Manual 

detection from radiologists requires lots of investigations and lots of analysis. In the tumor identification 

process, every clock of time is essential. If detected and analyzed within the time frame, it becomes easier to 

offer the proper treatment to the patient [9], [10]. This disease is entirely curative, only timely identification is a 

significant concern, and hence many researchers are employing their skills to develop new advanced methods 

for identifying the tumor with improvising performance parameters [11]–[13]. 

Various imaging modalities are available for capturing tumor information from the brain; the most 

popular are one of them is computed tomography (CT) and the other one magnetic resonance imaging (MRI). 

The MRI is highly preferable because of its non-invasive nature, no radiation, and no harm [14], [15]. For 

identification and detection of location and extract meaningful information from the brain tumor, radiologists 

perform two main activities: i) Differentiation of the brain MR image characteristics, i.e., unusual (abnormal) 

or typical (normal); and ii) Classifying abnormal brain tissues into various tumor types (grades) based on 

their spread. 

Based on these activities, brain behavior can be studied and analyzed effectively. The paper briefs, as 

illustrated, are the literature review discussed in section 2. The proposed method in section 3 and materials in 

section 4. Results and discussion in section 5. Finally, section 6 gives the conclusion of the proposed system. 

 

 

2. LITERATURE REVIEW 

Based on the severity, i.e., whether the tumor belongs to malignancy or benignity, brain tumors are 

graded from I-IV typecasts categories by the World Health Organization (WHO). The growth rate of Grade II 

and IV malignant types of brain tumors have having faster growth rate, compared to other grades. They 

spread at a higher rate to other body parts and impinge on healthy cells [16]–[19]. Ramamoorthy et al. [20] 

investigated and proposed a technique, consisting of pre-processing using histogram equalization with a 

learning-based quantization model for detecting tumors in the brain. With this technique, they have achieved, 

moderate accuracy, precision, and specificity with 93%, 92%, and 94%, respectively. According to Asaf 

Raza et al. [21], traditional machine learning-based classifier requires hand-crafted features, which require a 

lot of time. So, they investigated and proposed a technique that employs a hybrid deep learning model that 

effectively detects and classifies three types of brain tumor, namely, glioma, meningioma, and pituitary 

tumor. According to them, their technique adopts a primary convolution neural network-based architecture, 

and with this, they claim higher precision and accuracy as well as 100% recall and an F1 score of above 99%. 
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Salman et al. [22] investigated the hybrid methodology of image processing techniques and claimed an 

accuracy rate of up to 95% for segmentation and separation of an area of interest in brain tumors. 

Rasool et al. [23] presented a highly efficient hybrid deep learning model, which is can be used for 

the classification of brain tumors. This method utilizes a new hybrid convolutional neural network (CNN)-

based architecture to classify brain tumors. The proposed technique compromises on two different scenarios, 

the first is based on a pre-trained Google-Net model with a support vector machine (SVM) for pattern 

classification, and the second integrates a finely tuned Google-Net. The first approach tuned the proposed 

algorithm with improved accuracy to 98.1%, whereas the second approach produced an accuracy of 93.1%. 

Ali et al. [24] presented an attention-based convolutional neural network approach for the 

segmentation of brain tumors. This technique is employed with a mechanism for avoiding overfitting. Results 

of their work have been compared with some of the recent existing proven techniques and have presented 

quantitative measures with 98%, 98.1%, 99%, and 99.3% of sensitivity, specificity, accuracy, and precision, 

respectively. According to [25], [26], the present manual methodology employed by radiologists or experts to 

detect infection in the brain consumes a lot of time and is prone to human errors. This happens due to the 

enormous volume of cases and depends on the experience of the expert. So, they investigated and assessed 

the performance of the artificial bee colony (ABC) algorithm for adaptive glioblastoma detection, and their 

method reached an accuracy for glioblastoma detection up to 93.67%. 

False detection of brain tumors leads to wrong medical intervention, which reduces patients’ 

chances of survival. Senan et al. [27] have proposed an indigenous method for detecting brain tumor from 

MRI images using a hybrid technique to fasten the automatic detection of brain tumors. In their research, 

they incorporated deep learning, traditional machine learning techniques, and SVM as a classification. 

According to the authors, the deep learning technique based on the AlexNet algorithm and SVM 

classification exhibits accuracy, sensitivity, and specificity of 95.10%, 95.25%, and 98.50% respectively. 

Hashemzehi et al. [28] have investigated a new technique for MRI based brain tumor detection, 

which is based on deep learning using the integration of CNN and neural auto-regressive distribution 

estimation (NADE). An effective strategy has been planned and showcased by Mittal et al. [29] for brain 

tumor detection and segmentation of tumor, using an enhanced deep learning concept, which is interrogated 

based on stationary wavelet transform (SWT) and the new growing convolution neural network (GCNN). To 

prove the validity of the proposed system, the authors have presented performance metrics in terms of 

accuracy, peak-signal-to-noise ratio (PSNR), and mean squared error (MSE). Accordingly, the combination 

of SWT and GCNN shows a significant improvement in the segmentation automation process and contributes 

to the reduction of mean square error compared to conventional CNN methodology. Arunachalam and 

Sethumathavan [30] introduced an improved YOLO5-based technique for brain tumor detection. The 

segmentation is achieved using the McCulloch method. The system gives an accuracy of 99.32% and an 

F1 score of 91.26%. 

Babu et al. [31] presented a fully automated system using four four-stage processes. The Curvelet 

transformation is used in the first step for image de-noising. Artificial bee colony (ABC) optimization is 

applied to remove infected areas from MRI scans in the next stage. In the third stage, to recover the learning 

rate, another optimization based on CNN is used. The entire system experimented on BRATS 2013 and 2015 

datasets and achieved a classification accuracy of 98.5% and 99.0% for both datasets, respectively. The 

combination of CNN and Haar wavelet features has been investigated by Dheepa and Shankari [32] for the 

automatic identification of infected areas from MR images. The validation of the algorithm is experimented 

with using the BRATS 2018 dataset and achieved an F1 score of 97%, precision of 97%, sensitivity of 96%, 

specificity of 97%, and accuracy of 96%. Many researchers witness the CNN-based techniques for brain 

tumor classification, but local background information is restricted in local CNN. This problem is addressed 

by Sille et al. [33] by investigating a deep convolutional generative adversarial network. For validation of the 

algorithm’s performance, the dice score coefficient (DSC), peak-signal-to-noise ratio (PSNR), and structural 

index similarity (SSIM) are calculated and attained 97% accuracy with loss reduced to 0.012. Reddy and 

Dhuli [34] proposed a segmentation of brain tumor infection from MR images using a fast-linking modified 

spiking cortical model (FL-MSCM) and performed the classification using a lightweight convolutional neural 

network (lightweight CNN) model. The experimental analysis achieved dice similarity coefficient (DSC) and 

accuracy in classification of 95.7% and 99.58%. 

In the literature review discussed above, we have seen various tumor detection and classification 

methodologies, mostly based on support vector machine (SVM), artificial neural network (ANN), k-nearest 

neural network (K-NN), and convolutional neural network (CNN). To improve the survival of the patients, 

Algani et al. [35] employed binary gray wolf optimization-convolutional neural network-long short-term 

memory (BGWO-CNN-LSTM)-based technique and achieved a specificity of 99.54%, recall of 99.23%, and 

accuracy of 99.74%. The five-stage model for the identification of infected brain areas from MR images is 

suggested by Ramtekkar et al. [36]. In the first stage, pre-processing is performed using a Compound filter. 
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In the second stage, segmentation is achieved using threshold and histogram techniques. Features are 

extracted, and optimization of best features is performed in the third and fourth stages using grey level  

co-occurrence matrix (GLCM), whale optimization, and grey wolf optimization [37]. Finally, CNN is applied 

for the classification and attains 98.2% detection accuracy. 

Despite much research, the existing research work cannot meet the expectations. Hence a new 

methodology is exigently required by introducing a new algorithm for brain tumor detection. The outcomes 

of our proposed technique demonstrate the effectiveness and high performance over the other recent work 

mentioned in the literature. In addition to this, the present work will assist doctors and radiologists in the 

diagnosis of brain tumors in patient studies in the literature. In addition, this research will uphold doctors and 

radiologists for automatic diagnosis of brain tumor disease. 

 

 

3. PROPOSED METHOD 

Figure 2 shows various stages used in the proposed system. The proposed system utilizes pre-

processing, enhancement, skull stripping, segmentation, extraction of tumor area, feature extraction and 

selection of relevant features, and finally, classification based on improved deep learning CNN based 

architecture YOLOv7. The raw images might have unwanted noise and unwanted parts, which are removed 

at the pre-processing stage. The pre-processing helps in improving the signal-to-noise ratio, without 

hampering the other regions of the image. The overall clarity of the raw MR images is enhanced by applying 

the enhancement through adaptive contrast enhancement based on the modified sigmoid function [38], [39]. 

 

 

 
 

Figure 2. Steps used in the proposed algorithm 

 

 

Brain MR images have additional tissues, such as the skull, skin, and fat, which should be removed 

before the segmentation; otherwise, it will affect the performance of the segmentation. Skull-stripping 

operation [40] is used to eliminate these tissues. For effective skull-stripping, several methodologies are 

available. We employed a threshold-based [41] skull-stripping method in our system. Threshold-based skull 

stripping is straightforward. It simply removes the skull from the brain MRI by setting the threshold value. In 

our case, we set the threshold value at 0.7, which works fantastically. Even though this additional cerebral 

tissue (skull) will not affect the result removing this ensures more clarity in the segmentation operation.  

Feature extraction is used to reduce image complexity and reduce the burden on the classification 

system. With feature extraction, tumor detection, and its classification process are more efficient,  

state-forward, accurate, and efficient. With feature extraction, high-dimension space can be mapped to  

less-dimension space in linear or non-linear systems. In image processing, especially in medical imaging, 

essential features such as contrast, shape, texture, and color are extracted to reduce image complexity [42]. Gray 

level co-occurrence matrix (GLCM) and texture feature are the most widely used image analysis applications 
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introduced by Haralick et al. [43]. Feature extraction is used to reduce the classifier’s complexity so 

classification of an image is simplified and Fastly processed. Without feature extraction and optimization 

thereof will affect the results badly. The experimental analysis is also performed without feature optimization, 

and the results yield is not appreciable. The feature extraction process extracts the relevant information from the 

infected image and gives precise information to the classifier to classify them effectively. In the final results of 

the classifier, 5% to 10% of the deviation is noticed when performed without the relevant feature extraction. In 

life-threatening diseases, variation in processing time by some minutes may play a significant and decisive role, 

but more than this effectiveness and accuracy of the classifier matter an internet of things (IoT). 

 

3.1.  Segmentation and morphological operation 

MRI image, as a two-dimensional signal can be processed by popular Berkeley wavelet transform 

(BWT), also described as 2D triadic wavelet transform. In BWT transformation, the mark and selection of 

the threshold required by the seed point is easily located. BWT smoothens the boundary edges and preserves 

the information without hampering the outer layer. It is easy outfitting characteristics make BWT the most 

adoptable wavelet transformation for segmentation operation. The segmentation process is performed layer 

wise; precise information from the infected tumor image must be connected and recognized correctly. The 

BWT conducts its operation layer-wise, becoming one of the best methodologies for performing 

segmentation. The image transformation is easily represented in BWT and is fully orthonormal. This feature 

encourages easy segmentation of MR images involving complexity. The basis of the transformation operation 

lies within its mother wavelet transformation 𝛽𝑥
𝜑

. As shown in (1), substitute wavelets are produced at 

various pixel positions in a two-dimensional plane, by scaling and translating the mother wavelet. 

 

𝛽𝑥
𝜑(𝑠, 𝜏) =

1

𝑠2 𝛽𝑥
𝜑
(3𝑠(𝑥 − 𝑖), 3𝑠(𝑦 − 𝑗)) (1) 

 

Where 𝑠 and 𝜏 are used as scaling and translation parameters of the transform and 𝛽𝑥
𝜑

 is the transforming 

function. The detailed algorithm for the brain tumor segmentation is implemented using BWT and it is 

described in algorithm 1. The boundary extraction from the brain image area is done using morphological 

operation. The threshold is used to decide the boundary between the pixel values; First, the image is 

binarized, i.e., converted into 0’s and 1’s by selecting a threshold value. Anything above the threshold value 

will be converted into white pixel or 1 and below it will be converted into 0 from the input MRI gray image 

having 0-255 levels. Thus, separate regions are formed in the image, separating the infected tissue in the 

image. The infected tissue is extracted from the image and the image is eroded to remove unnecessary pixels 

from the tissue. 

 

Algorithm 1. Segmentation using BWT 
1. Img = Input image; 

2. Get size of the image (size) 

3. Find size1 = size/3 

4. Img1 = Convert Img to square image 

5. Img2 = double(Img); 

6. Calculate mean of Img2 

7. Calculate miniature component of Img2 

8. Select Img3 = Img2(1 : size,1 : size) as image with coordinate of miniature component 

9. Find Img4 = 3
𝑓𝑙𝑜𝑜𝑟(

log(𝑠𝑖𝑧𝑒)

log(3)
)
 

10. Apply resizing as Img5 = imresize(Img,Img4/size); 

11. Img6 = Apply decomposition on image Img5 

12. Pick decomposition parameters (CON) i = 1 : size(CON,1) 

13. Create coefficients y using the equation y = floor((i − 1)/3); 

14. Create coefficients x using the equation x = mod(i − 1,3); 

15. Create coefficients bw using the equation bw = makebw(CON(i,1),CON(i,2)); 

16. Decompose coefficients using the equation 

 

𝑑𝑒𝑐𝑜𝑚𝑝(𝑦 ∗ 𝑠𝑖𝑧𝑒1 + 1: 𝑦 ∗ 𝑠𝑖𝑧𝑒1 + 𝑠𝑖𝑧𝑒1, 𝑥 ∗ 𝑠𝑖𝑧𝑒1 + 1: 𝑥 ∗ 𝑠𝑖𝑧𝑒1 + 𝑠𝑖𝑧𝑒1) = 𝑏𝑤𝑡𝑓𝑖𝑙𝑡𝑒𝑟(𝐼𝑚𝑔6, 𝑏𝑤); 
 

17. Performs BWT decomposition 

 

3.2.  Classification 

Classification is executed to extract vital information and findings from medical images. The 

classification achieves higher accuracy and gives valued information about the affected area by the diseases 

[44]. The classification complexity reduction and improvement in accuracy are noticed with the help of 

proper acquisition, enhancement, feature extraction, and feature optimization of the image. The suggested 

image classification process is shown in Figure 3. 
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Figure 3. Process of image classification 

 

 

Popular classification techniques such as support vector machine (SVM), random forest (RF), 

self-organizing map (SOM), and principal component analysis (PCA) classifiers are unable to support low-

resolution images. Earlier work had shown that these classifiers are computationally complex and require 

large amount of time for convergence when working on larger datasets. These limitations are resolved by 

using the YOLOv7-based classification method [45], which is proposed in this paper. 

Machine learning and deep learning techniques have gained significant popularity for tumor 

classification. The majority of these methods involve the first step of learning from training models 

developed from annotated images of large dataset, where they learn about features and patterns of infected 

tissues. CNN-based architectures such as YOLO and single shot detector (SSD) have shown promising 

results in brain tumor detection. Computer vision applications use the well-known object detection algorithm 

YOLO. It is renowned for its real-time performance and speed. YOLO breaks up an input image into a grid 

of cells, using which multiple bounding boxes and class probabilities for the objects in each cell are 

predicted. Steps to detect objects using YOLO: i) Obtain a blob from the image since we require fixed-size 

input. ii) Store the various layers extracted using YOLO in a variable. iii) Forward the variable to the YOLO 

network and then receive the output. And iv) Store the output in the layer output variable. 

The dataset is trained for 160 Epochs with the input image size 224×224 and 0.1 as the initial 

learning rate for the training purpose. During the training process, standard data increment methods are used. 

Then the fine-tuning of the network is considered using a 448×448 image size with the initial learning rate 

changed to 0.001 for 30 epochs, and the training is performed ten times. The detection and identification 

often require fine-grained visual information; for this purpose, the network’s input resolution has been 

increased from 224×224 to 448×448. Our final layer effectively forecasts both class probabilities and 

bounding box coordinates. A linear activation function is employed for the final layer, and leaky rectified 

linear activation shown in (2) is used for all other layers. 

 

∅(𝑥) = {
𝑥, 𝑖𝑓 𝑥 > 0

0.1𝑥,  𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (2) 

 

The YOLO algorithms are strong enough to handle multi-class classification. Image or object detection 

consists of two tasks: i) image classification and ii) object localization. 

Through the image classification algorithms, the type or class of an object is predicted. In contrast, 

object localization algorithms find the object in the image and represent it with a bounding box. Figure 4 shows 

the classification, localization, and detection operation of the object or class from a sample input image. 

YOLO uses one of the best architectures of neural networks. Due to its simplicity, high accuracy, 

and high processing speed, YOLO has become a highly preferred object detection model. It predicts a class 

and the bounding box that defines the object’s location on the input image. Each bounding box recognizes 

four members: 

− (𝑏𝑥  , 𝑏𝑦) as the center of the bounding box 

− (𝑏𝑤) as the width of the box 

− (𝑏ℎ) as the box height 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 1, February 2025: 958-969 

964 

 
 

Figure 4. Classification, localization, and detection process of the object 

 

 

In addition to this, it predicts the corresponding number c for the predicted class and the probability 

of the prediction (𝑃𝑐). The entire image is divided into a grid, for example, a 3×3 grid. Through the grid, it 

becomes easy to detect one object per grid cell compared to one object per image. In the next step, each grid 

cell is described by a vector. For example, in the case of brain MRI image, two classes are defined such as 

Normal and Abnormal, then it is described as: 

 

𝐶𝑟,𝑐 = (𝑃𝑐 , 𝑏𝑥 , 𝑏𝑦 , 𝑏𝑤 , 𝑏ℎ, 𝐶1, 𝐶2) 

 

where 𝐶𝑟,𝑐  is represented the corresponding grid cell, for example, the first cell from the 3×3 grid is 

represented as 𝐶1,1 . 𝑃𝑐 is the probability of the object class, 𝑏𝑥 and 𝑏𝑦 are the coordinates of the center of the 

bounding box, 𝑏ℎ , and 𝑏𝑤  are the height and width of the bounding box relative to the entire image, and 𝐶1 

and 𝐶2 are represented for the class, i.e. 𝐶1 for the “Normal” and 𝐶2 for the “Abnormal”. The value of 𝐶1 and 

𝐶2 is 0 and 1, depending on which class represents the bounding box. Algorithm 2, enlists various steps 

involved in the implementation of YOLOv7, for the detection and classification of brain tumors. 

 

Algorithm 2. Classification using YOLO 

1. Import the required packages and libraries 

2. Select threshold value (0.5), box confidence score, and box class probability 

3. Calculate score, boxes, and classes 

4. Calculate IoU between two boxes 
 

𝐼𝑂𝑈 = 
𝐴𝑟𝑒𝑎 𝑜𝑓 𝑂𝑣𝑒𝑟𝑙𝑎𝑝

𝐴𝑟𝑒𝑎 𝑜𝑓 𝑈𝑛𝑖𝑜𝑛
 

 

5. Select non-max suppression 

6. Select the value of shape (19, 19, 5, 7) randomly and then predict the bounding boxes 
 

𝑌 = 

[
 
 
 
 
 
 
𝑃𝑐

𝑏𝑥

𝑏𝑦

𝑏ℎ

𝑏𝑤

𝐶1

𝐶2 ]
 
 
 
 
 
 

 

 

7. Generate suppressed boxes from the output of CNN 

8. Find the prediction for a random volume 

9. Apply pre-trained YOLO algorithm on new images 

10. Generate the prediction of bounding boxes and save the images (Im1) 

11. Get an image and make predictions using the predict function 

12. Plot the predictions 

 

3.2.1. Intersection over union 

Intersection over union (IoU) is a performance parameter to evaluate how effectively the object is 

detected. It is the ratio between the ground truth and the predicted bounding box in Figure 5. An IOU value 

greater than 0.5, called threshold value, is recommended. IoU value less than the threshold value indicates 

false detection. The lower the value, the higher the false detection rate. For a positive prediction, the IoU 

value should be > 0.5, and for negative predictions, an IoU value should be < 0.5 
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Figure 5. Calculation of IoU 

 

 

4. PROPOSED METHOD 

In this paper, two datasets, namely BRAINIX (DICOM) [46] and Kaggle [47], are evaluated. For 

validating the performance of the proposed method, 165 normal MR brain images and 289 meningioma MR 

images are used. The ratio of training and testing will be maintained at 80:20 for the evaluation of the 

proposed system. 

 

 

5. RESULTS AND DISCUSSION  

MATLAB R2020 and Python 3.7 software are used for simulation purposes. The proposed system is 

evaluated on two different datasets [46], [47]. The dataset comprises non-cancerous (non-meningioma or 

normal) and cancerous (meningioma) brain MR images. From BAINIX, 134 meningioma brain images and 

67 non-cancerous brain images are used and from Kaggle, 155 meningioma brain images and 98 non-

cancerous brain images are used. The proposed system correctly detected 286 out of 289 cancerous images 

and thus gave a 99% classification rate. The proposed system correctly detected 163 non-cancerous images 

out of 165 images and thus offers a 98.78% classification rate. Hence the proposed system achieved 98.89% 

of the average classification rate. 

The dice coefficient is an important performance parameter whose default value is between 0 and 1. 

Its value is directly calculated using the formulas and can also be calculated using the Jaccard coefficient 

index (JCI). The deviation between the source image and the segmented output image is measured through 

MSE. In our case, MSE is 0.009. The quality of the segmented image is measured based on image intensity. 

The calculation of image intensity between expert segmentation, i.e., manual segmentation and segmented 

output using a mathematical notion is known as PSNR. The recommended value of PSNR for better quality 

in terms of noise is 40 decibels (dB). Our proposed method obtained 54.3 dB PSNR. The comparative 

analysis of MSE and PSNR is shown in Figure 5. The comparative analysis of MSE and PSNR, as shown in 

Figure 6, depicted that our proposed system segments the MR images with less noise. We also analyzed MSE 

and PSNR without a noise elimination step (i.e., pre-processing), and the results were not encouraging. 

Figure 7 shows the comparisons of MSE and PSNR without pre-processing. The effect of the pre-processing 

and enhancement step is reflected in the overall performance, depicted in Figures 6 and 7. 

 

 

 
 

Figure 6. Comparison of MSE and PSNR (with pre-processing) 

 

P
SN

R
 

Method 
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Figure 7. Comparison of MSE and PSNR (without pre-processing) 

 

 

The total number of correct negative predictions over the total negative cases is known as the 

specificity [46]. The total number of correct positive predictions over the total number of positive cases is 

known as sensitivity (Sens) [48]. In other words, the number of cases detected correctly as positive is 

measured as sensitivity from the total positive cases. For example, suppose sensitivity is 90% out of 100 

positive cases. Table 1 enlists various formulae which are used for calculations of parameters of interest. 

Table 2 shows a comparison of the test performance of proposed YOLOv7 based classifier with different 

classifiers such as an adaptive neuro-fuzzy inference system (ANFIS), genetic algorithm (GA), and K-nearest 

neighbors (KNN). Table 3 shows the comparison of the proposed method with other proven methodologies. 

Even though the results of some of the proven research and proposed method look very close, the approach 

of YOLO is completely different, and it processes large datasets efficiently. 

 

 

Table 1. Performance parameter matrices 
Quality parameter (all value in %) Formula 

Accuracy (Acc) 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃) + 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑜𝑡𝑎𝑙 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
× 100 

Sensitivity (Sens) 𝑇𝑟𝑢𝑒 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃)

𝑇𝑜𝑡𝑎𝑙 𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 (𝑇𝑃 + 𝐹𝑁)
 ×  100 

Specificity (Spec) 𝑇𝑟𝑢𝑒 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁)

𝑇𝑜𝑡𝑎𝑙 𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 (𝑇𝑁 + 𝐹𝑁)
 ×  100 

Precision or positive predictive value (PPV) 𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 ×  100 

Recall or negative predictive value (NPV) 𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 ×  100 

Relevance factor 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙
 ×  100 

False negative rate (FNR) 𝐹𝑁

𝐹𝑁 + 𝑇𝑃
 ×  100 

False positive rate (FPR) 𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 ×  100 

Dice similarity coefficient (DSC) 2𝑇𝑃

2𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁
 ×  100 

 

 

Table 2. Comparison of accuracies in different classifiers 
Number of test images (normal =165, abnormal=289) 

Evaluation parameter ANFIS GA K-NN YOLO (Proposed) 

True negative 72 74 69 77 

False positive 9 5 12 3 

True positive 340 350 338 372 
False negative 22 25 35 2 

Specificity (%) 88.88 93.67 85.18 96.25 

Sensitivity (%) 91.15 93.33 90.61 99.46 
Accuracy (%) 90.74 93.39 89.64 98.89 

Precision or PPV (%) 97.42 98.59 96.57 99.2 

Recall or NPV (%) 68.57 74.74 66.34 97.46 
False negative rate (FNR) (%) 8.84 6.67 9.38 0.53 

False positive rate (FPR) (%) 11.11 6.32 14.81 3.75 

Average dice coefficient index (%) 94.18 95.89 99.49 99.33 

IoU -- -- -- 0.89 

P
SN

R
 

Method 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Berkeley wavelet transform and Improved YOLOv7-based … (Nilesh Bhaskarrao Bahadure) 

967 

Table 3. Comparison of performance parameters with proven methods 
Ref. Method Year Acc. (%) Sens. (%) Spec. (%) IoU 

[32] Deep convolutional generative adversarial neural network 2023 97 NA NA NA 
[35] GLCM + CNN 2023 98.2 NA NA NA 

[20] Histogram equalization + learning-based neural network 2022 93 92 94 NA 

[22] Hybrid image processing 2022 95 NA NA NA 
[23] Pre-trained Google Net with SVM 2022 98.1 NA NA NA 

[23] Finely tuneed Google Net 2022 93.1 NA NA NA 

[25] ABC 2022 93.67 NA NA NA 
[26] Alex Net + SVM 2022 95.10 95.25 NA NA 

[47] Modified ABC 2022 96 98.9 64 NA 

[48] GLCM + Seg Net + DT 2022 98 NA NA NA 
[29] YOLOv7 + McCulloch 2022 99.32 NA NA NA 

[31] CNN + haar wavelet 2022 96 96 97 NA 

 Proposed BWT + YOLOv7 -- 98.89 99.46 96.25 0.89 

 

 

6. CONCLUSION 

Some of the existing research proposed for classifying and detecting brain tumors are promising but 

only partially accurate, and complete automation still needs to be included. They vary from image processing 

and soft computing to deep learning-based methodologies. Some researchers presented performance matrices 

such as accuracy, specificity, and sensitivity for validation purposes of the algorithm or methodologies. 

Through accuracy, the total correct predictions over the total used or available data are presented. The 

specificity matrix can characterize healthy patients, whereas sensitivity gives a characterization of unhealthy 

patients. These performance matrices play a significant justification for the overall assessment of any 

proposed algorithm. Almost every researcher has presented and analyzed their works through some 

performance matrices, so they are used to compare the researcher’s work.  

Our proposed approach using YOLOv7 extracts and classifies healthy and abnormal brain tissues 

from MR images with high classification accuracy, and takes less computational time. The complete system 

is fully automated. This automation supports pathologists in the detection of the tumor region and also helps 

them to provide early diagnosis suggestions with complete confidence. 
 

 

REFERENCES  
[1] A. Verma, S. N. Shivhare, S. P. Singh, N. Kumar, and A. Nayyar, “Comprehensive review on MRI-based brain tumor 

segmentation: A comparative study from 2017 onwards,” Archives of Computational Methods in Engineering, May 2024, doi: 

10.1007/s11831-024-10128-0. 

[2] WHO, “International agency for research on cancer: cencer tomorrow,” International Agency for Research on Cancer (IARC), 
Accessed: Jun. 01, 2023. [Online]. Available: https://gco.iarc.fr/tomorrow/en/dataviz/. 

[3] Y. Fan et al., “Burden and trends of brain and central nervous system cancer from 1990 to 2019 at the global, regional, and 

country levels,” Archives of Public Health, vol. 80, no. 1, Sep. 2022, doi: 10.1186/s13690-022-00965-5. 
[4] F. Bray, J. Ferlay, I. Soerjomataram, R. L. Siegel, L. A. Torre, and A. Jemal, “Global cancer statistics 2018: GLOBOCAN 

estimates of incidence and mortality worldwide for 36 cancers in 185 countries,” CA: A Cancer Journal for Clinicians, vol. 68, 

no. 6, pp. 394–424, Nov. 2018, doi: 10.3322/caac.21492. 
[5] H. Sung et al., “Global cancer statistics 2020: GLOBOCAN estimates of incidence and mortality worldwide for 36 cancers in 185 

countries,” CA: A Cancer Journal for Clinicians, vol. 71, no. 3, pp. 209–249, Feb. 2021, doi: 10.3322/caac.21660. 

[6] L. Kiran et al., “An enhanced pattern detection and segmentation of brain tumors in MRI images using deep learning technique,” 
Frontiers in Computational Neuroscience, vol. 18, Jun. 2024, doi: 10.3389/fncom.2024.1418280. 

[7] R. Soloh, H. Alabboud, A. Shahin, A. Yassine, and A. El Chakik, “Brain tumor segmentation based on α-expansion graph cut,” 

International Journal of Imaging Systems and Technology, vol. 34, no. 4, Jun. 2024, doi: 10.1002/ima.23132. 

[8] N. B. Bahadure, A. K. Ray, and H. P. Thethi, “Image analysis for brain tumour detection using GA-SVM with auto-report 

generation technique,” International Journal of Biomedical Engineering and Technology, vol. 32, no. 3, pp. 245–266, 2020, doi: 

10.1504/IJBET.2020.106034. 
[9] Vimal Gupta, “Brain tumor detection and segmentation using improved bat algorithm with improved invasive weed 

optimization,” Journal of Electrical Systems, vol. 20, no. 7s, pp. 792–803, May 2024, doi: 10.52783/jes.3454. 

[10] J. Shi, L. Deng, C. Liao, and B. Ren, “Efficient digital camouflage pattern generation algorithm based on improved GA-K-means 
clustering algorithm,” in Third International Symposium on Computer Applications and Information Systems (ISCAIS 2024), Jul. 

2024, vol. 10, doi: 10.1117/12.3034827. 

[11] K. A. Sultanpure, J. Bagade, S. L. Bangare, M. L. Bangare, K. D. Bamane, and A. J. Patankar, “Internet of things and deep 
learning based digital twins for diagnosis of brain tumor by analyzing MRI images,” Measurement: Sensors, vol. 33, Jun. 2024, 

doi: 10.1016/j.measen.2024.101220. 

[12] N. I. Md. Ashafuddula and R. Islam, “ContourTL-Net: Contour-based transfer learning algorithm for early-stage brain tumor 
detection,” International Journal of Biomedical Imaging, vol. 2024, pp. 1–20, Apr. 2024, doi: 10.1155/2024/6347920. 

[13] S. M. Alqhtani et al., “Improved brain tumor segmentation and classification in brain MRI with FCM-SVM: A diagnostic 

approach,” IEEE Access, vol. 12, pp. 61312–61335, 2024, doi: 10.1109/ACCESS.2024.3394541. 
[14] M. Bhasin et al., “Unveiling the hidden: Leveraging medical imaging data for enhanced brain tumor detection using CNN 

architectures,” Traitement du Signal, vol. 41, no. 3, pp. 1575–1582, Jun. 2024, doi: 10.18280/ts.410345. 

[15] R. Farnoosh and H. Noushkaran, “Development of an unsupervised pseudo-deep approach for brain tumor detection in magnetic 

resonance images,” Knowledge-Based Systems, vol. 300, Sep. 2024, doi: 10.1016/j.knosys.2024.112171. 

[16] E. Başaran, “A new brain tumor diagnostic model: Selection of textural feature extraction algorithms and convolution neural 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 1, February 2025: 958-969 

968 

network features with optimization algorithms,” Computers in Biology and Medicine, vol. 148, Sep. 2022, doi: 

10.1016/j.compbiomed.2022.105857. 
[17] K. Ejaz, M. S. Mohd Rahim, M. Arif, D. Izdrui, D. M. Craciun, and O. Geman, “Review on hybrid segmentation methods for 

identification of brain tumor in MRI,” Contrast Media and Molecular Imaging, vol. 2022, no. 1, Jan. 2022, doi: 

10.1155/2022/1541980. 
[18] A. K. Mandle, S. P. Sahu, and G. P. Gupta, “CNN-based deep learning technique for the brain tumor identification and 

classification in MRI images,” International Journal of Software Science and Computational Intelligence, vol. 14, no. 1, pp. 1–20, 

Jul. 2022, doi: 10.4018/ijssci.304438. 
[19] M. A. N. Al-Azawi, “Symmetry-based brain abnormality identification in magnetic resonance images (MRI),” Multimedia Tools 

and Applications, vol. 82, no. 2, pp. 2563–2586, Jun. 2023, doi: 10.1007/s11042-022-12197-4. 

[20] M. Ramamoorthy, S. Qamar, R. Manikandan, N. Z. Jhanjhi, M. Masud, and M. A. Alzain, “Earlier detection of brain tumor by 
pre-processing based on histogram equalization with neural network,” Healthcare (Switzerland), vol. 10, no. 7, Jun. 2022, doi: 

10.3390/healthcare10071218. 

[21] A. Raza et al., “A hybrid deep learning-based approach for brain tumor classification,” Electronics, vol. 11, no. 7, Apr. 2022, doi: 
10.3390/electronics11071146. 

[22] L. A. Salman, A. T. Hashim, and A. M. Hasan, “Automated brain tumor detection of MRI image based on hybrid image 

processing techniques,” Telkomnika (Telecommunication Computing Electronics and Control), vol. 20, no. 4, pp. 762–771, Aug. 
2022, doi: 10.12928/TELKOMNIKA.v20i4.22760. 

[23] M. Rasool et al., “A hybrid deep learning model for brain tumour classification,” Entropy, vol. 24, no. 6, Jun. 2022, doi: 

10.3390/e24060799. 
[24] T. M. Ali et al., “A sequential machine learning-cum-attention mechanism for effective segmentation of brain tumor,” Frontiers 

in Oncology, vol. 12, Jun. 2022, doi: 10.3389/fonc.2022.873268. 

[25] S. Ibrahim, K. A. F. Abu Samah, R. Hamzah, N. A. M. Ali, and R. Aminuddin, “Substantial adaptive artificial bee colony 
algorithm implementation for glioblastoma detection,” IAES International Journal of Artificial Intelligence, vol. 12, no. 1,  

pp. 443–450, Mar. 2023, doi: 10.11591/ijai.v12.i1.pp443-450. 
[26] P. Dahiya, A. Kumar, A. Kumar, and B. Nahavandi, “Modified artificial bee colony algorithm-based strategy for brain tumor 

segmentation,” Computational Intelligence and Neuroscience, 2022, doi: 10.1155/2022/5465279. 

[27] E. M. Senan, M. E. Jadhav, T. H. Rassem, A. S. Aljaloud, B. A. Mohammed, and Z. G. Al-Mekhlafi, “Early diagnosis of brain 
tumour MRI images using hybrid techniques between deep and machine learning,” Computational and Mathematical Methods in 

Medicine, vol. 2022, pp. 1–17, May 2022, doi: 10.1155/2022/8330833. 

[28] R. Hashemzehi, S. J. S. Mahdavi, M. Kheirabadi, and S. R. Kamel, “Detection of brain tumors from MRI images base on deep 
learning using hybrid model CNN and NADE,” Biocybernetics and Biomedical Engineering, vol. 40, no. 3, pp. 1225–1232, Jul. 

2020, doi: 10.1016/j.bbe.2020.06.001. 

[29] M. Mittal, L. M. Goyal, S. Kaur, I. Kaur, A. Verma, and D. Jude Hemanth, “Deep learning based enhanced tumor segmentation 
approach for MR brain images,” Applied Soft Computing Journal, vol. 78, pp. 346–354, 2019, doi: 10.1016/j.asoc.2019.02.036. 

[30] S. Arunachalam and G. Sethumathavan, “An effective tumor detection in MR brain images based on deep CNN approach: i-

YOLOV5,” Applied Artificial Intelligence, vol. 36, no. 1, Dec. 2022, doi: 10.1080/08839514.2022.2151180. 
[31] P. Ashok Babu et al., “Optimized CNN-based brain tumor segmentation and classification using artificial bee colony and 

thresholding,” International Journal of Computers, Communications and Control, vol. 18, no. 1, Feb. 2023, doi: 

10.15837/ijccc.2023.1.4577. 
[32] G. Dheepa and S. U. Shankari, “Cascaded CNN with Haar wavelet feature based brain tumor detection technique,” European 

Journal of Molecular & Clinical Medicine, vol. 9, no. 7, 2022. 

[33] R. Sille, T. Choudhury, A. Sharma, P. Chauhan, R. Tomar, and D. Sharma, “A novel generative adversarial network-based 
approach for automated brain tumour segmentation,” Medicina (Lithuania), vol. 59, no. 1, 2023, doi: 10.3390/medicina59010119. 

[34] K. R. Reddy and R. Dhuli, “A novel lightweight CNN architecture for the diagnosis of brain tumors using MR images,” 

Diagnostics, vol. 13, no. 2, Jan. 2023, doi: 10.3390/diagnostics13020312. 
[35] Y. M. Abd Algani, B. Nageswara Rao, C. Kaur, Ashreetha, K. V Daya Sagar, and Y. A. B. El-Ebiary, “A novel hybrid deep 

learning framework for detection and categorization of brain tumor from magnetic resonance images,” International Journal of 

Advanced Computer Science and Applications, vol. 14, no. 2, pp. 518–527, 2023, doi: 10.14569/IJACSA.2023.0140261. 
[36] P. K. Ramtekkar, A. Pandey, and M. K. Pawar, “Accurate detection of brain tumor using optimized feature selection based on 

deep learning techniques,” Multimedia Tools and Applications, vol. 82, no. 29, pp. 44623–44653, Apr. 2023, doi: 

10.1007/s11042-023-15239-7. 
[37] S. Alqazzaz et al., “Combined features in region of interest for brain tumor segmentation,” Journal of Digital Imaging, vol. 35, 

no. 4, pp. 938–946, 2022, doi: 10.1007/s10278-022-00602-1. 

[38] S. Lal and M. Chandra, “Efficient algorithm for contrast enhancement of natural images,” International Arab Journal of 
Information Technology, vol. 11, no. 1, pp. 95–102, 2014. 

[39] N. B. Bahadure, N. Raju, and P. D. Patil, “MR image enhancement and brain tumour detection using soft computing and BWT 

with auto-enhance technique,” International Journal of Biometrics, vol. 15, no. 3–4, pp. 314–326, 2023, doi: 
10.1504/IJBM.2023.130635. 

[40] S. Mohsin, S. Sajjad, Z. Malik, and A. H. Abdullah, “Efficient way of skull stripping in MRI to detect brain tumor by applying 

morphological operations, after detection of false background,” International Journal of Information and Education Technology, 
pp. 335–337, 2012, doi: 10.7763/ijiet.2012.v2.145. 

[41] N. B. Bahadure, A. K. Ray, and H. P. Thethi, “Comparative approach of MRI-based brain tumor segmentation and classification 

using genetic algorithm,” Journal of Digital Imaging, vol. 31, no. 4, pp. 477–489, Jan. 2018, doi: 10.1007/s10278-018-0050-6. 
[42] L. Xu, Q. Gao, and N. Yousefi, “Brain tumor diagnosis based on discrete wavelet transform, gray-level co-occurrence matrix, and 

optimal deep belief network,” Simulation, vol. 96, no. 11, pp. 867–879, Aug. 2020, doi: 10.1177/0037549720948595. 

[43] R. M. Haralick, I. Dinstein, and K. Shanmugam, “Textural features for image classification,” IEEE Transactions on Systems, Man 
and Cybernetics, vol. SMC-3, no. 6, pp. 610–621, Nov. 1973, doi: 10.1109/TSMC.1973.4309314. 

[44] C. Narmatha, S. M. Eljack, A. A. R. M. Tuka, S. Manimurugan, and M. Mustafa, “A hybrid fuzzy brain-storm optimization 

algorithm for the classification of brain tumor MRI images,” Journal of Ambient Intelligence and Humanized Computing, Aug. 
2020, doi: 10.1007/s12652-020-02470-5. 

[45] P. Jiang, D. Ergu, F. Liu, Y. Cai, and B. Ma, “A review of YOLO algorithm developments,” Procedia Computer Science,  

vol. 199, pp. 1066–1073, 2021, doi: 10.1016/j.procs.2022.01.135. 

[46] “DICOM samples image sets,” OsiriX. https://www.osirix-viewer.com/resources/dicom-image-library/ (accessed Oct. 01, 2016). 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

Berkeley wavelet transform and Improved YOLOv7-based … (Nilesh Bhaskarrao Bahadure) 

969 

[47] N. Chakrabarty, “Brain MRI images for brain tumor detection,” Kaggle. 2019, Accessed: Feb. 01, 2023. [Online]. Available: 
https://www.kaggle.com/datasets/navoneel/brain-mri-images-for-brain-tumor-detection. 

[48] R. Burduk and P. Trajdos, “Construction of sequential classifier using confusion matrix,” in Lecture Notes in Computer Science 

(including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics), vol. 8104, Springer Berlin 
Heidelberg, 2013, pp. 401–407. 

 

 

BIOGRAPHIES OF AUTHORS  

 

 

Nilesh Bhaskarrao Bahadure     received a Bachelor of Engineering degree in 

electronics engineering in 2000, a master of engineering degree in digital electronics in 2005, 

and a Ph.D. degree in electronics in 2017 from KIIT Deemed to be University, Bhubaneswar, 

India. Currently, he is a professor at the Department of Computer Science and Engineering, 

GSFC University, Vadodara, Gujarat, India. His research interests include biomedical image 

processing, machine learning, the internet of things, and digital signal processing. He has more 

than 21 years of experience. He is a life member of IE(I), IETE, ISTE, ISCA, SESI, ISRS, and 

IAENG professional organizations. He has published more than 48 articles in reputed 

international journals and conferences and has 13 books to his credit. He can be contacted at 

email: nbahadure@gmail.com. 

  

 

Sidheswar Routray     is currently working as an assistant professor in the 

Department of Computer Science and Engineering, School of Technology, PDEU. He received 

his B.Tech. and M.Tech. degrees from Biju Patnaik University of Technology, Rourkela, India, 

and his Ph.D. degree from KIIT University (Institute of Eminence), Bhubaneswar, India. He was 

a Postdoctoral Research Fellow at the School of Computer Science and Communication 

Engineering, Jiangsu University, Zhenjiang, China, under the China Postdoctoral Science 

Foundation. He has published over 54 research papers in SCI and Scopus-indexed journals and 

conferences and holds two German patents. His research interests include image processing, 

natural language processing, artificial intelligence, machine learning, and IoT. He can be 

contacted at email: sidheswar.routray@sot.pdpu.ac.in. 

  

 

Jagdish Chandra Patni     he did his PhD in high-performance computing in 2016, 

M.Tech. and B.Tech. in 2009 and 2004, respectively. He has over 19 years of teaching and 7 

years of administrative experience. He is actively working in the research areas of artificial 

intelligence, machine learning, deep learning, high-performance computing, and software 

engineering. Before working with Alliance University, he worked with Symbiosis International 

University Pune, Jain University Bengaluru, and the University of Petroleum and Energy Studies 

Dehradun. He has authored more than 100 research articles in journals and conferences of repute 

nationally and internationally. He can be contacted at email: patnijack@gmail.com. 

  

 

Nagrajan Raju     is a distinguished academician and expert in the field of electronics 

and technology. He obtained his Ph.D. in speech processing from SASTRA University in 2018, 

following his master’s degree in applied electronics from an institution affiliated with Anna 

University. His pursuit of knowledge led him to complete a Post Graduate Diploma in VLSI 

from C-DAC, significantly enhancing his expertise in the field. Presently, he serves as a senior 

assistant professor at SASTRA Deemed University, India, where he contributes his wealth of 

knowledge and 20 years of teaching experience to nurture the next generation of professionals. 

He can be contacted at email: nagraj2002@gmail.com. 

  

 

Prasenjeet Damodar Patil     completed his B.E in electronics and telecommunication 

engineering from Sant Gadgebaba Amravati University and M.Tech. in electronics from 

Walchand College of Engineering Sangli, India. He has been awarded PhD in electronics and 

telecommunication engineering from Sant Gadgebaba Amravati University. He is having more 

than 15+ years of teaching experience. Currently he is working as Professor at School of 

Computing, M.I.T A.D.T. University, Pune. He has published more than 15 papers in reputed 

Journals. His research interests include IoT and digital image processing. He can be contacted at 

email: prasenjeet.patil@gmail.com. 

 

mailto:patnijack@gmail.com
mailto:nagraj2002@gmail.com
https://orcid.org/0000-0003-4361-3870
https://scholar.google.co.in/citations?user=qkb0UPYAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57192103540
https://www.webofscience.com/wos/author/record/350764
https://orcid.org/0000-0002-3658-3514
https://scholar.google.co.in/citations?user=oNofNrQAAAAJ&hl=en
https://www.scopus.com/authid/detail.uri?authorId=57190341660
https://orcid.org/0000-0001-5127-7163
https://scholar.google.com/citations?user=8J2CEvUAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=46161508100
https://www.webofscience.com/wos/author/record/AAT-5772-2020
https://orcid.org/0000-0002-5981-2527
https://scholar.google.com/citations?hl=en&user=Q-Yj3aUAAAAJ
https://www.scopus.com/authid/detail.uri?authorId=55208949700
https://orcid.org/0000-0002-1007-5685
https://scholar.google.com/citations?user=pgpzOVIAAAAJ&hl=en&scioq=prasenjeet+damodar+patil
https://www.scopus.com/authid/detail.uri?authorId=57225826855
https://www.webofscience.com/wos/author/record/572126

