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 With the advancement of technology, remote work and virtual classes have 

become increasingly common, leading to prolonged periods in front of 

computers and, consequently, to discomfort and even lower back pain. This 

study compares machine learning algorithms to identify and prevent low 

back pain, a common health problem. A predictive model for early diagnosis 

and prevention of these injuries was developed using datasets from open 

data repositories. Six machine learning models were used to train the data. 

Results showed that logistic regression was the most effective model, with 

performance curves of 70%, 90%, and 99%. Performance metrics indicated 

86% accuracy, 85% recall, and 86% F1-score. Accuracy of 70%, recall of 

71%, and F1-score of 63% reflect the robust ability of the model to address 

the problem. In addition, an intuitive interface was implemented using 

Gradio Software to improve data visualization. 
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1. INTRODUCTION 

Low back disorders considerably strain public and occupational health, representing around 40% of 

all musculoskeletal disorders related to work globally. It is of concern that 75% of these injuries originate in 

everyday activities, such as lifting, leading to one in three workers worldwide facing low back problems, 

making them one of the leading causes of work absenteeism [1]–[3]. Moreover, it is projected that 

approximately 200 billion dollars are spent each year on treating lower back pain [4]. Consequently, due to 

the high cost and time required for diagnosis, the need for specialized knowledge in this area becomes 

evident [5]. 

In this context, the increasing incidence of malignant spinal abnormalities highlights the urgent need 

for early detection to preserve the quality of life [6]. Beyond the spinal degeneration associated with aging, 

which can cause acute or chronic low back pain and functional disability at all ages, there are several additional 

conditions, such as scoliosis and injuries resulting from improper posture, that exacerbate the problem. Studies 

show that maintaining poor posture while sitting for long periods can cause various health problems, including 

upper and lower back and neck discomfort. This results from uneven pressure distribution on the spine, 

potentially leading to bone injuries, sarcopenia, and impaired circulation. Therefore, it is essential to maintain 

proper sitting posture, especially for those engaged in long work or study sessions [7]–[13]. 

To tackle these problems, recent advancements in artificial intelligence (AI) have opened up new 

possibilities for diagnosing and managing lower back injuries. AI has demonstrated its usefulness in 

delivering accurate and understandable information to healthcare providers, enhancing its dependability 
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across different contexts [13]–[16]. Specifically, machine learning (ML) has emerged as a promising 

approach to tackling the difficulties associated with diagnosing lumbar conditions [17], [18]. 

Additionally, machine learning holds the potential to transform medical practice by offering 

physicians precise and tailored information, which could help minimize medical errors and surpass the 

effectiveness of conventional methods [19]. Machine learning techniques are transforming the healthcare 

sector globally, equipping professionals with innovative tools that improve the quality and efficiency of 

medical care [20]. This highlights their positive impact on patient care [21]. 

Despite the significant advances in AI and machine learning, there are still substantial challenges to 

overcome. For instance, the occurrence of false positives in magnetic resonance imaging (MRI) analysis when 

using Bayes' theorem is a notable issue. This underscores the ongoing need for the development of methods that 

can enhance the accuracy and reliability of lumbar diagnostics, thereby improving healthcare [22]–[25]. 

It is crucial to delve into the pioneering research on the application of AI and ML in the 

management of lumbar injuries. For instance, a groundbreaking study [26] devised a predictive model using 

deep learning and ML techniques to forecast recovery outcomes following lumbar disc herniation, thereby 

aiding clinical decision-making. This research retrospectively examined clinical data from 470 patients and 

applied a range of algorithms, such as random forest (RF), extreme gradient boosting (XGBoost), support 

vector machine (SVM), decision tree (DT), K-nearest neighbor (KNN), logistic regression (LR), light 

gradient boosting machine (LGBM), and multilayer perceptron (MLP). The results revealed a low correlation 

between the features, as depicted in the correlation matrix heat map. Another study [27] crafted a machine-

learning algorithm to evaluate the connection between lumbar disc height on radiographs and the presence of 

disc bulges or herniations. By analyzing data from 458 patients, they identified crucial factors linked to 

lumbar disc herniation (LDBH), including L4-5-disc height, age, and L1-2-disc height. A DT-based model 

was developed for clinical decision-making, achieving F1-score of 0.706, 0.778, 0.569, 0.729, and 0.706 for 

the least absolute shrinkage and selection operator (LASSO), multivariate adaptive regression splines 

(MARS), DT, RF, and XGBoost models, respectively, with the MARS model attaining the highest F1-score. 

In a separate study [28], the effectiveness of a transforaminal epidural steroid injection (TFESI) was 

evaluated in patients with lumbosacral radicular pain due to lumbar spinal stenosis (LSS), a less commonly 

studied condition. A convolutional neural network (CNN) was trained with data from 193 patients, achieving 

an area under the curve (AUC) of 0.920 and an accuracy of 87.2%, demonstrating the model’s outstanding 

predictive capability. Similarly, another study by Haider et al. [29] introduced an advanced machine learning 

technique using bootstrapping and data balancing methods to identify low back pain. They employed a 

standard dataset containing 310 records and proposed the random forest gradient boosting XGBoost 

ensemble (RGXE) method, which combined RF, gradient boosting (GB), and XGBoost, surpassing previous 

methods with a remarkable accuracy of 0.99. A study [30] also created a medical test to help healthcare 

professionals choose and assign physical treatments for nonspecific low back pain patients. This study 

assessed several ML algorithms, including LR, DT, SVM, KNN, and GB. The findings revealed that all ML 

models achieved accuracies exceeding 80%, with SVM being the most precise, reaching an accuracy of over 

90%. Considering these studies and their limitations, the current study was designed to address these issues 

and enhance the diagnosis and treatment of lumbar injuries. 

The main objective of this article is to explore and analyze the emerging impact of machine learning 

in the identification and prevention of lumbar lesions. We will highlight how the proposed advanced 

methodologies, if implemented, can significantly improve diagnostic accuracy and optimize treatment 

protocols. This research not only contributes to the medical field but also provides a clear framework for 

future research and clinical developments. In addition to emphasizing the prevalence and impact of low back 

injuries, this study will identify specific areas that require improvement, such as reducing false positive 

diagnoses on MRI scans and optimizing strategies for the management of chronic low back pain. Given that 

ML has proven to be a highly effective tool in data analysis, it is crucial to thoroughly evaluate the various 

available algorithms to select the most appropriate one for low back injury diagnosis and treatment. The 

innovation brought by ML can accelerate the time to diagnosis and thus the initiation of treatment, which 

reduces the waiting time for patients and prevents their health from deteriorating [6], [15], [23]. 

The article is organized as follows: section 2 outlines the methodology, describing the approach 

used. Section 3 presents the results obtained. Section 4 provides a discussion that analyzes and interprets the 

findings. Finally, section 5 concludes with the study’s conclusions. 

 

 

2. METHOD  

The project presented entails applied research at a predictive level, aiming to solve a problem 

through comprehensive, organized, and systematic application of acquired knowledge to find a solution. In 

this research, we have developed a comprehensive solution for diagnosing and treating lumbar lesions, opting 

for a pre-experimental design. This choice is justified by its capacity to identify and address potential 
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technical and operational issues before impacting actual patients [9]. Additionally, the quantitative approach 

facilitates the iterative development of the solution, minimizing risks and ensuring its safety and reliability as 

it undergoes refinement. Thus, this design allows for adjustments and improvements based on test results and 

feedback [6]. 

The project is meticulously structured into four essential phases following the cross-industry standard 

process for data mining (CRISP-DM) methodology, the most widely used reference model for developing data 

mining projects [31]. This methodology is renowned for its structured and systematic data analysis and 

knowledge extraction approach, making it applicable to various projects [32]. The process commences with 

understanding the business and data, which is crucial for the company as it enhances the likelihood of success 

for their data mining endeavors [33]. Given the above, the four phases of the current research on a predictive 

model based on ML algorithms to identify and prevent lumbar injuries are detailed below. 

 

2.1.  Data pre-processing 

Dataset pre-processing is not just an initial step but a crucial one in our research. At this stage, our 

main objective is to address missing and null values that could disrupt our predictions. The primary focus is 

cleaning the data and converting all feature data into numerical values, enabling the algorithm to operate 

effectively. Your role in this process is significant. To achieve this, we conducted rigorous pre-processing 

based on datasets obtained from Kaggle, extracting the most relevant values and addressing issues related to 

the lumbar region. One of the datasets, named “column_3C_weka.csv,” referred to as “Column” henceforth, 

includes diagnostics related to the spine and is based on six values representing angles of the spine's essential 

parts. The other dataset, named “Dataset_spine.csv,” hereafter referred to as “Spine” for brevity, contains 

data related to abnormal or normal spines and 12 variables representing different parts of the spine. 

It is essential to note that the quality of both datasets significantly influences the ML model's 

effectiveness. Access to these online data sources was facilitated through an internet connection, allowing us 

to obtain relevant medical information. Our comprehensive pre-processing procedure involved meticulously 

applying Dummy coding and labeling for categorical variables based on meaningful datasets such as Kaggle. 

Figures 1 and 2 depict the datasets Column and Spine, respectively. For the definition of the column 

code, we assigned the value 1 for a hernia and 0 for no hernia, as well as 1 for a normal condition and 0 for an 

abnormal condition. Additionally, 1 was assigned to indicate the presence of spondylolisthesis and 0 for its 

absence. Regarding the spine code, 1 signifies a normal condition, while 0 denotes an abnormal condition. 

 

 

 
 

Figure 1. Dataset Column: The first six columns represent crucial spine measures, while the last column 

represents the target for each patient 
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Figure 2. Dataset Spine: The first eleven columns represent variables representing different parts of the spine, 

while the last column classifies the spine as abnormal or normal 

 

 

We meticulously focused on crucial spine measures, including pelvic incidence, pelvic tilt, lumbar 

lordosis angle, sacral tilt, pelvic radius, degree of spondylolisthesis, pelvic slope, direct tilt, thoracic slope, 

cervical tilt, sacral angle, and scoliotic slope. This meticulous approach to data preparation instills confidence 

in the thoroughness of our research. It lays the foundation for a detailed and accurate analysis of low back 

problems in the subsequent steps. 

 

2.2.  Classification methods 

Six machine learning models were selected for consideration in our research: 

− Logistic regression (LR): Evaluates the connection between the categorical dependent variable (to be 

predicted) and one or more independent variables (which influence the former) by estimating probabilities 

using a logistic function [34]. 

− Support vector machine (SVM): It is an algorithm suitable for anticipating urban logistics demand. It 

offers specific benefits in solving problems with limited datasets and nonlinear functions and identifying 

patterns in multidimensional spaces [35]. 

− K-nearest neighbor (KNN): It is a classification method that determines a data point's class by examining 

its closest neighbors' classes. These neighbors are identified based on their distance from the data point, 

commonly calculated using Euclidean distance [36]. 

− Convolutional neural network (CNN): It is a specialized deep neural network comprising input, hidden, 

and output layers. The hidden layers are particularly notable for incorporating convolutional layers 

specifically designed to perform convolution operations [37]. 

− Decision tree (DT): It is a simple and easily understandable approach in machine learning that is applied 

across various disciplines. It is practical, requires less data, and provides interpretability. Decision tree 

generates models organized in the structure of a tree and can be used for both regression and classification 

problems [38]. 

− Extreme gradient boosting (XGBoost): It is based on DT and employs a serial training process with 

datasets to combine weaker predictors into stronger predictors. It iteratively optimizes the objective 

function until reaching its lowest value, at which point the training process stops [36]. 

This choice was guided by prior research, creating a solid and evidence-backed strategy [4], [8]. 

Furthermore, we incorporated 12 critical variables into the model development, including pelvic incidence, 

pelvic tilt, and the lumbar lordosis angle. We followed the standard practice of dividing the data into 80% for 

training and 20% for testing, which refined our methodology and facilitated a more thorough analysis of 

lumbar issues. 

Each algorithm was tailored with specific settings. For instance, logistic regression was configured 

with default settings, support vector machine with a linear kernel, K-nearest neighbor with Euclidean 

distance and 10 neighbors in the Column dataset and 20 neighbors in the Spine dataset, convolutional neural 
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network with 3 layers of 32, 64, and 64 neurons per layer, and 100 epochs. Decision tree and XGBoost were 

configured using default settings. 

 

2.3.  Evaluation metrics  

In this section, we define the appropriate evaluation metrics for assessing the performance of each 

algorithm in diagnosing and treating low back problems. The selected metrics provide a comprehensive view 

of each model's effectiveness, ensuring it meets the client's standards. We evaluate the relevant metrics using 

a confusion matrix [39]. The metrics chosen for evaluation are as follows: 

− Precision (PR) 

Precision measures the performance of an ML algorithm by determining the ratio of correctly 

predicted positive cases to the total predicted positive cases. Where 𝑇𝑃 represents actual positive values, and 

𝐹𝑃 represents false positive values. It is calculated as (1): 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 (𝑃𝑅)  =  
𝑇𝑃

𝑇𝑃+ 𝐹𝑃
 (1) 

 

− Recall (RC) 

Recall indicates how well the model identified all confirmed cases in a given class. This is 

particularly relevant in the medical context where accurate detection of all lumbar lesions is critical for 

effective treatment. It is calculated as (2): 

 

𝑅𝑒𝑐𝑎𝑙𝑙 (𝑅𝐶)  =  
𝑇𝑃

𝐹𝑁+𝑇𝑃
 (2) 

 

− F1-Score  

The F1-score is a key metric for assessing lumbar injury diagnostic models. It represents the 

harmonic mean of precision and recall, providing a more balanced performance measure [40]. It is computed 

as (3): 

 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =  2
𝑅𝐶.𝑃𝑅

𝑅𝐶+ 𝑃𝑅
 (3) 

 

Furthermore, the area under the curve (AUC) is utilized to evaluate the discrimination ability of a 

binary classification model. A higher AUC value indicates a higher accuracy of the ML algorithm. AUC is 

commonly used in the context of the ROC curve, which represents the classification prediction results in a 

two-dimensional plane [41]. 

These metrics are typically analyzed using statistical approaches. Although creating rules for 

predicting results may involve rough-set technology. When information about granules is provided in the 

prediction process, an interpretation of the “fuzziness” based on rough sets can be achieved [42]. 

 

2.4.  Web environment integration 

At this project stage, we focus on integrating the most effective model into a web environment to 

ensure the development of a solution conducive to adopting these technologies in online medical practice 

[23]. We have implemented an interface with Gradio, an open-source Python library, to achieve this goal. 

Gradio plays a crucial role in implementing a model in an accessible web environment, significantly 

enhancing the speed and effectiveness of decision-making, particularly in health for disease control and 

prevention plans [43]. 

Gradio is built upon a web interface that facilitates interaction with an ML system using models and 

algorithms. It allows for inputting extensive data for early disease diagnosis [44]. Hence, Gradio is an 

excellent choice for integrating the selected model into a web environment, enabling the rapid creation of 

user interfaces for learning models. 

This detailed approach, marked by thorough and precise evaluation, has been implemented in the 

project. It has offered a complete and accurate assessment of the model's performance in the multiclass 

classification task, confirming its effectiveness for diagnosing and treating lumbar lesions. These procedures 

are illustrated in the schematic diagram presented in Figure 3. 

Thus, a process flow diagram illustrating the sequence of tasks and activities was considered, as 

depicted in Figure 4. The process initiates when the user enters the system and inputs the patient's data for 

evaluation. Subsequently, the system validates the accuracy of the entered data. In case of any inaccuracies, 

the system will flag an error. Following validation, the system processes the entered data through the trained 

model, providing the user with the results.  
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Figure 3. Schematic diagram of predictive model using in the training models 

 

 

 
 

Figure 4. Process flowchart 

 

 

3. RESULTS AND DISCUSSION  

In this section, we present the results obtained to further explore the effectiveness of these 

algorithms in healthcare settings. These tools not only improve accuracy in identifying and preventing low 

back injuries but also have the potential to offer new perspectives in medical care. This inspiring potential 

provides a solid foundation for future research and clinical development. 

 

3.1.  Dispersion with data separation 

As stated in section 2.2, we adopted the standard 80-20 ratio to partition the data. Subsequently, to 

obtain detailed insights into our variables and classes, Figures 5(a) to 5(c) depict the plotted Column datasets. 

It is observed that the Column datasets exhibit an ascending trend. Similarly, Figure 6 illustrates the data 
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division of the Spine dataset, revealing a low correlation among its variables, a testament to the model's 

ability to handle complex data with confidence. 
 

 

  
(a) (b) 

  

 
(c) 

 

Figure 5. Scatter plots of Column dataset of (a) hernia and no hernia, (b) normal and abnormal, and  

(c) spondylolisthesis and no spondylolisthesis 

 

 

 
 

Figure 6. Scatter plot of the Spine dataset of normal and abnormal 
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3.2.  Model training 

For the training of models on the Column dataset, the logistic regression model, trained with 

variables such as 𝑝𝑒𝑙𝑣𝑖𝑐_𝑖𝑛𝑐𝑖𝑑𝑒𝑛𝑐𝑒, 𝑝𝑒𝑙𝑣𝑖𝑐_𝑡𝑖𝑙𝑡, 𝑙𝑢𝑚𝑏𝑎𝑟_𝑙𝑜𝑟𝑑𝑜𝑠𝑖𝑠_𝑎𝑛𝑔𝑙𝑒, 𝑠𝑎𝑐𝑟𝑎𝑙_𝑠𝑙𝑜𝑝𝑒, 𝑝𝑒𝑙𝑣𝑖𝑐_𝑟𝑎𝑑𝑖𝑢𝑠, 

and 𝑑𝑒𝑔𝑟𝑒𝑒_𝑠𝑝𝑜𝑛𝑑𝑦𝑙𝑜𝑙𝑖𝑠𝑡ℎ𝑒𝑠𝑖𝑠, provided a comprehensive diagnosis for each case, classifying the 

conditions as hernia, spondylolisthesis, or standard back. Figures 7(a) to 7(c) is presented below to visualize 

the training specifics of each model in the Column dataset. Conversely, within the Spine dataset, the LR 

model was trained with variables such as 𝑝𝑒𝑙𝑣𝑖𝑐_𝑠𝑙𝑜𝑝𝑒, 𝐷𝑖𝑟𝑒𝑐𝑡_𝑡𝑖𝑙𝑡, 𝑡ℎ𝑜𝑟𝑎𝑐𝑖𝑐_𝑠𝑙𝑜𝑝𝑒, 𝑐𝑒𝑟𝑣𝑖𝑐𝑎𝑙_𝑡𝑖𝑙𝑡, 

𝑠𝑎𝑐𝑟𝑢𝑚_𝑎𝑛𝑔𝑙𝑒, and 𝑠𝑐𝑜𝑙𝑖𝑜𝑠𝑖𝑠_𝑠𝑙𝑜𝑝𝑒, yielding a more generalized outcome by classifying the spine as 

“abnormal” or “normal.” Figure 8 is provided below to offer a detailed insight into the input of each model 

within the Spine dataset. 

It is essential to highlight that the ROC curve was employed for training measurement, exhibiting 

satisfactory outcomes, particularly for LR in the Column dataset, with curves of 0.70 in Figure 7(a), 0.90 in 

curve Figure 7(b), and 0.99 in Figure 7(c). In contrast, a lower training score of 0.48 is observed for the Spine 

dataset, as depicted in Figure 8. However, other metrics will be utilized to assess its predictive capability 

adequately. 

 

 

  
(a) (b) 

  

 
(c) 

 

Figure 7. Training plots of Column dataset for (a) hernia and no hernia, (b) normal and abnormal, and  

(c) spondylolisthesis and no spondylolisthesis 

 

 

Regarding the performance metrics, a comparative analysis of the performance of the 6 selected ML 

models is presented in Table 1, where they were evaluated using the selected metrics. Firstly, the metrics values 

for the Column dataset are presented, followed by those for the Spine dataset for each model; it is noteworthy 
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that the order of the datasets remains consistent (refer to Table 1). Additionally, it can be observed that the LR 

model exhibited exceptional performance in both datasets. For the Spine dataset, it attained a precision of 86%, 

recall of 85%, and F1-score of 86%, indicative of its high accuracy in identifying positive and negative cases, 

providing a detailed diagnosis by categorizing the spine into specific conditions such as hernia, 

spondylolisthesis, or normal back. Furthermore, on the Spine dataset, the LR model achieved a precision of 

70%, a recall of 71%, and an F1-score of 63%. Though still commendable, the model binarily classifies the 

spine as “abnormal” or “normal,” offering a more generalized diagnosis in this dataset. These findings 

underscore the LR model's adaptability to different datasets and the significant role of selecting pertinent 

variables for each diagnostic assessment context, highlighting the importance of your work in this field. 

Figure 9 displays a heatmap illustrating the correlation between the variables in the dataset. This 

visualization aids in identifying patterns and trends within the data by showcasing their relationships. In this 

heatmap, red denotes a positive correlation, with more intense shades indicating a stronger positive 

correlation; blue signifies a negative correlation, with darker hues representing a stronger negative 

correlation. White indicates the absence of correlation. 

 

 

 
 

Figure 8. Training plot of the Spine dataset for normal and abnormal  

 

 

Table 1. Training results of ML models 
A B C D 

Models Metrics 

Precision Recall Fl-score 

LR 0.86 0.85 0.86 

0.70 0.71 0.63 

SVM 0.85 0.85 0.85 

0.79 0.69 0.57 

CNN 0.80 0.81 0.80 

0.62 0.53 0.56 

K-NN 0.72 0.71 0.71 

0.60 0.65 0.53 

DT 0.66 0.66 0.66 

0.56 0.45 0.49 

XGBoost 0.80 0.81 0.80 

0.67 0.69 0.68 

 

 

3.3.  Implementation in Gradio software 

The system's graphical interface offers a user-friendly experience, featuring clearly defined data entry 

sections for inputting relevant information about low back injuries. Users can provide details such as pain 

location, intensity, associated symptoms, and other essential factors. Additionally, there is a dedicated section 

for visualizing diagnostic results, including the type of low back injury, treatment recommendations, and 

rehabilitation strategies. This tool is designed to cater to both experienced and inexperienced users, ensuring 

ease of use and interaction. It facilitates fluid navigation between different sections and functionalities, 

presenting accurate and personalized results and recommendations regarding lower back injuries. 
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Implemented in a robust and easily accessible web environment, the solution ensures that users, 

including those lacking technical expertise, can effectively utilize it to diagnose and treat low back injuries. 

Leveraging Gradio further enhances the tool's utility, enabling professionals from diverse disciplines and 

clinical settings to benefit from this innovative solution in managing spine health-related cases. Figure 10 

depicts the system's graphical user interface, illustrating its accessibility to a broad audience. This interface 

empowers healthcare professionals and other users with intuitive access to diagnose and treat low back injuries. 

 

 

 
 

Figure 9. Heat correlation map of the variables taking into account in the dataset Spine 

 

 

 
 

Figure 10. System graphical user interface 
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4. DISCUSSION 
In this section, we review the results of our research and compare them with findings from related 

studies. Various ML algorithms have been employed to identify and prevent low back injuries, focusing on 

model comparison and their integration into an accessible web environment. In the present study, it was 

found that in the Column dataset, the LR model showed an accuracy of 86%, recall of 85%, and an F1-score 

of 86%, and in the Spine dataset, an accuracy of 70%, recall of 71%, and an F1-score of 63% was observed.  

These results align with earlier research that applied machine learning algorithms to lumbar issues. 

For example, the case study [26] developed a predictive model for recovery after lumbar disc herniation 

using deep learning and machine learning techniques. This study employed algorithms such as random forest, 

LR, SVM, KNN, and XGBoost. Among these, the logistic regression algorithm achieved an accuracy of 

0.735, a recall of 0.755, and an F1-score of 0.745. A previous study [27] designed a machine learning 

algorithm to establish the relationship between lumbar disc height on radiographs and the presence of disc 

bulges or herniated discs, achieving F1-scores of 0.706, 0.778, 0.569, 0.729, and 0.706 for the LASSO, 

MARS, DT, RF, and XGBoost models, respectively, with the MARS model showing the highest F1-score 

another study [28] investigated the outcomes of TFESI for patients with lumbosacral radicular pain caused by 

LSS, utilizing the CNN algorithm. This study achieved an accuracy of 0.733, a recall of 0.917, and an 

F1-score of 0.815. A previous study [29] proposed an advanced machine learning method using data 

balancing and bootstrapping techniques to detect low back pain. They used algorithms such as RF, DT, SVM, 

KNN, LR, and XGBoost, highlighting this with an accuracy of 0.910, a recall of 1. 000, and an F1-score of 

0.950. A previous study [30] created a medical test to assist healthcare professionals in selecting and 

assigning physical treatments for patients with non-specific low back pain (LBP). This study employed 

algorithms including LR, DT, SVM, KNN, and XGBoost. Among these, the SVM algorithm was the most 

accurate, achieving an accuracy of 0.957 and a recall of 0.953. For further details are shown in Table 2. 

 

 

Table 2. Comparison of the results obtained with similar research 
Reference Algorithm Precision Recall Fl-score 

[26] MLP 0.750 0.755 0.753 

RF 0.783 0.629 0.698 

LR 0.735 0.755 0.745 

SVM 0.809 0.916 0.859 

KNN 0.869 0.510 0.643 

XGBoost 0.787 0.958 0.864 

[27] LASSO regression 0.600 0.857 0.706 

MARS 0.676 0.924 0.778 

DT 0.547 0.592 0.569 

RF 0.675 0.794 0.729 

XGBoost 0.600 0.857 0.706 

[28] CNN 0.733 0.917 0.815 

Stochastic gradient descent (SGD) 0.958 0.852 0.902 

[29] RF 0.880 0.950 0.910 

DT 0.820 0.820 0.820 

SVM 0.830 0.840 0.860 

KNN 0.760 0.970 0.860 

LR 0.810 0.900 0.850 

XGBoost 0.910 1.000 0.950 

RGXE 0.910 1.000 0.950 

[30] LR 0.867 0.867 - 

DT 0.814 0.813 - 

SVM 0.957 0.953 - 

KNN 0.813 0.813 - 

XGBoost 0.820 0.820 - 

 

 

Comparing the results obtained in this research with previous findings underscores the relevance 

and efficacy of ML models in diagnosing and treating low back problems. The variability in performance 

metrics, primarily observed across different datasets, emphasizes the importance of tailoring the models to 

the specificities of each medical context. The versatility of the LR model underscores its potential to address 

diverse challenges in the field of low back health. 

 

 

5. CONCLUSION  

The use of ML algorithms to diagnose and treat low back injuries has yielded valuable and 

promising insights. From the introduction, in which the significant burden of low back disorders in 
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occupational and public health was emphasized, to the detailed methodology addressing challenges through 

developing a comprehensive solution, each phase of this study has contributed to advancing the 

understanding and application of AI in healthcare. The findings of this study underscore the potential of ML 

for enhancing diagnostic accuracy, optimizing treatment strategies, and ultimately improving patient 

outcomes in managing musculoskeletal conditions. 

In the solution generation phase, six algorithms, LR, SVM, CNN, K-NN, DT, and XGBoost, were 

implemented and evaluated, showcasing the LR model's versatility in addressing various data contexts. The 

results were presented at descriptive and inferential levels, considering metrics such as precision, recall, and 

F1-score and employing hypothesis tests to support the statistical validity of conclusions. LR demonstrated 

effectiveness by providing a detailed diagnosis in the Column dataset and a more generalized categorization 

in the Spine dataset. The ROC curve analysis further validated the model's accuracy, reaching 86% in the 

Column dataset and 70% in the Spine dataset. The model's effectiveness and adaptability to different contexts 

were underscored, emphasizing the importance of selecting relevant variables for each diagnostic evaluation, 

especially in identifying and preventing lumbar injuries. Moreover, the successful implementation of the 

Gradio software, offering an intuitive graphical interface for healthcare professionals, highlights the practical 

potential and accessibility of the developed solution. 

While significant progress has been made, challenges and opportunities for improvement remain. 

Enriching the dataset and exploring more complex variables are identified as future directions. Furthermore, 

implementation in clinical settings and ongoing evaluation of the model's effectiveness are crucial for 

ensuring its long-term utility. Future work could expand research towards integrating additional data and 

exploring advanced ML techniques to enhance the model's accuracy and robustness, thereby continuously 

improving medical care, particularly in low back injury. 

In conclusion, this study comprehensively evaluated the machine learning algorithms used to 

diagnose lumbar injuries and demonstrated their effectiveness and practical potential. While acknowledging 

areas for improvement, such as improving accuracy and reducing false positives, it is hoped that this research 

will serve as a solid foundation for future advances in leveraging artificial intelligence to identify and prevent 

low back injuries, thereby improving patient care and musculoskeletal health outcomes. 
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