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Abstract

The existence of billions of web data has sevefféégt@d the performance and reliability of web sbafthe presence
of near duplicate web pages plays an important holthis performance degradation while integratinata from heterogeneous
sources. Web mining faces huge problems due texisience of such documents. These pages incteagedex storage space
and thereby increase the serving cost. By intrauy@fficient methods to detect and remove suchrdents from the Web not
only decreases the computation time but also irsgeahe relevancy of search results. We aim a rideal for finding near
duplicate web pages which can be incorporated infisld of plagiarism detection, spam detection aocused web crawling
scenarios. Here we propose an efficient methodridirfg near duplicates of an input web page, frolruge repository. A TDW
matrix based algorithm is proposed with three phasesdering, filtering and verification, which regels an input web page
and a threshold in its first phase, prefix filtegimnd positional filtering to reduce the size ofarl set in the second phase and
returns an optimal set of near duplicate web pagethe verification phase by using Minimum Weighe@pping (MWO)
method. The experimental results show that our #lgor outperforms in terms of two benchmark measysesgision and
recall, and a reduction in the size of competingprel set.

Keywords: near duplicate detection, term document weight matprefix filtering, positional filtering, minimumveight
overlapping, web page classification

1. Introduction

Holocene epoch has detected the enormous emergérogernet document in the World Wide Web.
Internet is now a vital factor for day today life gathering information and extracting useful imfation from web
pages thus becomes an important task. The perfaeramnd reliability of web search engines face hugdlems
due to the presence of extraordinarily large amadineb data. The voluminous amount of web documéals
resulted in problems for search engines leadirtheédact that the search results are of less retsvto the user. In
addition to this, the presence of duplicate and deglicate web documents has created an additmrethead for
the search engines critically affecting their perfance [1]. The demand for integrating data frortretgeneous
sources leads to the problem of near duplicate pegjes. Near duplicate data bear high similarityaoch other, yet
they are not bitwise identical [2][3]. “Near dumies” are documents (web pages) that differ onighty in
content. The difference between these documentdeatue to elements of the document that are iedlimlit not
inherent to the main content of the page. For exanguvertisements on web pages, or timestampshehw page
was updated, are both information that is not irtgodrto a user when searching for the page, and tiot
informative for the search engine when crawling emttxing the page.

The existences of near duplicate web page are awxact replica of the original site, mirrored site
versioned site, and multiple representations of same physical object and plagiarized documentsmémy
situations, two documents that are not exactlysiiijuishable may still contain the same conteut simould be
treated as near duplicates. For example, web plagesdifferent mirrored sites may only differ inettheader or
footnote zones that denote the site URL and uptiitate Two such documents are identical in termearitent but
differ in a small portion of the document such dseatisements, counters and timestamps. Thesedliffes are
irrelevant for web search [4]. Near duplicate détechas been recognized as an important reseaatiiem in
recent years. Several applications are benefitetthdydentification of the near duplicates in thed of plagiarism
detection, spam detection and in focused web cngwiicenarios. In plagiarism detection, a portidnone
document, such as a sentence or a paragraph,t@r@ahin another document, and then these twordents could
be seen as near duplicates. Spam messages thag lieldthe same campaign may look very differentabee
spammers often need to randomize the messagesdifymg it with obscure terms or adding unrelatedagraphs
to pass the filters [5][3]. However, these spamsddde easily discovered by near duplicate deteatiethods. The
determination of near duplicate web pages aideduded crawling, and ensures enhanced quality medsdy of
query results.

In this paper, we propose a novel idea for findivgar duplicates of an input web page, from a huge
repository. This approach explores the semanticstre, content and context, of a web page ratfear the content
only approach. The weighting scheme suggested]iis [6onsidered for creating a term document weightrix
(TDW) which plays an important role in the proposdgorithm. We present a three-stage algorithm kwvhéceives
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an input record and a threshold value and retunnspéimal set of near duplicates. In first phasedering phase,
all pre-processing are done and a weighting schempgplied. Then a global ordering is performedglaith some
standard normalization techniques to form a terrudwent weight matrix. In second phase, filteringg#h two
well-known filtering mechanisms, prefix filteringnd positional filtering [2], are applied to redutiee size of
competing record set and hence to reduce the nuoflmemparisons. In third phase, verification phassimilarity
checking is done by introducing a new techniquevkmas Minimum Weight Overlapping (MWO) based on the
threshold value and finally we get an optimal numifenear duplicate records.

The rest of this paper is organized as followsti8e@ describes related works. Sectiogig8es the details
of proposed work. Sectionahalyses the experimental results in terms of pi@tiand recall. In the last section, we
give the conclusion and future works.

2.  Related works

Very few research papers have suggested methodsldgr near duplicate detection both in general
documents and the web documents obtained by waeblicga Technique for the estimation of the degrde o
similarity among pairs of documents is knowrshggling Broder et al. [7] have suggested a techniquthisn in
which all sequences of adjacent words are extradfegvo documents contain the same shingleshsst &re treated
as equivalent and if the shingles set overlapg, #ne considered as exact similar. In this metihedauthors noted
that it does not work well on small documents. éftet al. [8] use five-gram as a shingle and dar8g shingles
for each document. Then the 84 shingles are bidtsixsuper shinglesThe documents having tveuper shingles
in common are considered as nearly duplicate dontsnéndrei Z. Broder et al. [7] have developedefiicient
way to determine the syntactic similarity of filesd have applied it to every document on World Wiktkeh. Using
their mechanism, they have built a clustering bfled documents that are syntactically similar.

Another method to detect and delete near duplicated pages; priority-based on text information, is
proposed in [9]. By this method, an algorithm tdrast text information of web pages by DOM tree angriority-
based algorithm for detecting near duplicated befdrmation are implemented, so as to reduce thisenof web
pages and hence to improve the efficiency of detgctear duplicated text information.

Narayana et al. [10] presented an approach fod¢ection of near duplicate web pages in web cragwli
Near duplicate web pages are detected followedhieystorage of crawled web pages in to repositofiée
keywords are extracted from crawled pages and erbésis of these keywords; the similarity scorevbeh two
pages is calculated. The documents are consideratear duplicates if its similarity score satisfaeshreshold
value. But they haven't exploited the structurdbimation of web page which is more important fettong the
semantic information about the page.

This work is an extension of work [11] which offdra novel idea for the detection of near duplicatd
pages. It also uses a three stage algorithm in hwtiie similarity verification is based on Singuldalue
Decomposition (SVD) [12] using angle threshéldBut SVD requires more complicated Mathematicatragions
on TDW matrix along with the conversion of Jaccnkshold t into angle threshold It increases the algorithm
complexity as well as the practical difficulties imeasuring the angle. Here we introduce a new tgubrcalled
MWO for similarity verification which directly work on Jaccard threshold t and it reduces the corityplekthe
algorithm.

3. Proposed Work

Here we propose an innovative idea for finding rdigplicate web pages of an input record&imilarity
verification is done on a huge record set hawngumber of recordgr,,r,,....,;;} and an optimal set of near
duplicate records are returned. The similarity fieation is based on a Jaccard threshold vgl@e< t <1, such that
our algorithm returns a set of records having aimmiim similarityt. t=0 returns full record set which shares at least
a single word with input recond while t=1 return only exactly similar records nfOur objective is to find how to
select similar records from the entire record sith & reduced number of comparisons. A three-stajection
algorithm is proposed by combining a different temnmighting approach [6], term filtering approactdam new
similarity verification techniquayWQO, for this purpose.

In the first phase, rendering phase, standard ve® pre-processing methods likéml tag removal,
tokenization, removal of stop words and stemmiregagplied on the input recordand a feature sé&t of m tokens
{X1,%,...., %} are retrieved. Then a standard weighting schéhie proposed, based on the term field where tha ter
x is present in a record. Even though a common tepresent in two web pages, it not only dependthemumber
of occurrences in each page, but also depends efiighd in which it is present, since a web pagensirely
different from a normal text file. For example,aifword is present in the title of one web page ianihe content
block of another web page, they differ by significa. In the first document, it may be a main featwhile in the
second one it has got a less importance. Numbecairrences of each tokenis multiplied with the weight of
respective term fielda; wherever the term is present and added togethéottd weight of a terni
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Table 1. Proposed Weighting Scheme

Term Field Weight
URL 2
Heading 2
Title 2
Anchor Text — To the same web site 1
Anchor Text — To a different web site 0.5
Keywords 3
Description 3
Main content block 1

Further this weight is normalized based on thel tatight of the recordW, and column sum of TDW
matrix using some standard approaches. This is dorgerspective of the global ordering to be usedhe
upcoming stages. Obtained feature set along véttvéights is compared with the features of otheonds present
in the repository for measuring the similarity.

t

Input Record Threshold
Conversion
F

0 vl
e MWO
Feature weighting TDW Matrix Prefix filtering M
d > c » — QO*
Canonicalization Positional filtering Similarity Verification
_Slandardizalion P .
Filtering Verification

Rendering

Record Set

c - Candidate Set
- Jaccard Threshold
M - Mezzanine set
- Overlap Threshold :
o* - Optimal Set

Figure 1. General Architecture

If a termx is present in a record its total weight is represented %%.. Here we apply some filtering
mechanisms which further reduce the size of camelidat and improve the efficiency. Prior to thig have to
perform a global ordering based on an invertedxnd@e document frequency of a token is the nunolbeecords
that contain the token. We can canonicalize a tebgrsorting its tokens based on a global ordegocument
frequency ordering arranges the entire tokens dougto the increasing order of its document fremye Instead of
simply considering the document frequency, we msgy the feature weights for this ordering. The rstep is to
create a term document weight matrix (TDW) that snagoken x to a list of records that contain x ¢rel total
weight percentage of the token in each record plirdicular token is not present in a record, igsght is considered
as zero. Each record is represented as per thalgiodering.

Let ry, 1y, r3 be three canonicalized records,={X», X, Xa} r2={X4, X1, %} r3={X,, X4, X1, X} The TDW
matrix is given in Table 2 where 4 i < 4. In filtering phase, two filtering mechanismseii filtering and
positional filtering, are performed to reduce thener of candidate records. Prefix length &f calculated as

Prefix length= |- [t.|r]]+1 (1)

by assuming the threshold valt@s Jaccard similarity threshold. Each token irfipreet of r is compared with
prefix set of all records in the repository anaify record; is sharing a token within its prefix set, it is added to
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candidate se€. The basic idea behind prefix filtering princiggethat if two web pages share rare tokens, theee i
chance that it might be similar. Since we are danglobal ordering based on document frequenciefeaiure
weights, prefix set of a record contain rare tokengrrelevant tokens. If no tokens are sharedrefip set, that
record can be avoided from further processing. Qmeéx filtering is over, positional filtering prciple is applied
in order to prune unwanted records from candidet€.s

Table 2. Sample TDW Matrix

- n;agords r rz s

Wx2r1 Wx2r3

X Y Wxirl 0 Y Wxir3
Wx4r2 Wx4r3

X4 0 - -

SWxir2 | YWxir3

Wx1rl Wx1r2 Wx1r3

X Y Wxirl SWxir2 | YWxir3
Wx3rl Wx3r2 Wx3r3
X SWxirl SWxir2 | YWxir3

Chuan Xiao et. al.[2] observed that positional infation can be exploited in several ways to further
reduce the candidate size. Position of each tokea record can be counted, starting from one, wigicles
information about the upper bounds of overlappimgvhich Jaccard threshold t can be stated in terhwsserlap
thresholdO as

Jrr) 2 te o) = —= (Irl+ri) (2)
and upper bounds @ can be calculated as
ubound=1+ min(|r|-p, |ri|-q) ®)

where record shares a term af" position with another recomg at positiong. If uboundsatisfies overlap threshold
O, recordr; can be added into tteezzanine séfl from where amptimal setis extracted.

Table 3. Calculating MWO

ords .
terms ry r Min (W)
Wx2rl 0 0
X _—
2 Y Wxirl
0 Wx4r?2 0
X Y Wxir2
Wx1rl Wx1r2 . Wxlrl  Wxlr2
X1 - . min( — — )
ZWx”-:[ Zlerz YWxirl ' YWxir2
Wx3rl | Wx3r2 . Wx3rl Wax3r2
X3 - - min( — — )
Zler]_ Zlerz SWxirl ' YWxir2
Total 1 1 MWO = EM |n(VV)

Based on the records from mezzanine Metwe create a weight matriX such that columns represent
documents and rows represent terms. An eleragmépresents the weight percentage of the globalrfea; in
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recordr; since the first column represents the input recold verification phase, each recordhhis considered
for similarity verification withr. Letr andr; be the records under consideration. Then its M\ €alculated as the
sum of minimum weights of each token in those rdsoAn example calculation of MWO betwegnandr, are
shown in Table 3 where 4 i < 4. If MWO satisfies the threshotdit can be marked as a near duplicate ahd

ranked on the basis of MWO.

31 Proposed Algorithm

3.1.1 Algorithm: Near_Duplicate_Detection

Input: A Web pageWeb_Documetrecords in repository
(Record_Sétand Jaccard thresholt (
Output: Optimal near duplicate record 38t
Remarks: M — Mezzanine record set
TDW_Matrix— term document weight matrix

Near_Duplicate_Detectio(eb_Document, Record_Sgt, t
TDW_Matrix— Rendering\Veb_Document, Record_gBet
M« Filtering(TDW_Matrix, Record_Sef),t
O*«— Verification(M, Record_Set)i
return O*;

3.1.2 Algorithm: Rendering

Input: Web_Document, Record_Set
Output: TDW_Matrix
Remarks. W,— total weight of the term

Rendering (Web_Document, Record_Jet
Input_Recore- Pre_Processing{eb_Documeiit
F<—Full feature setput_Recort
for all x, € F

W,—Weight_Scheme();
W2 W
for all i, 1<i<|F|

W,—NormalizefV,, W);
T—Dynamic_Thresholding¥,);
r<—o;
for all x, e F

if (We>T)

r— rux;

TDW_Matrix— Canonicalizef, Record_Set
TDW_Matrix— Column_Normalize[DW_Matriy;
return TDW_Matrix

3.1.3 Algorithm: Filtering

Input: TDW_Matrix,Record_Set,t

Output: M

Remarks: Assume thalnput_Records represented as the first
column inTDW__Matrix

Filtering (TDW_Matrix, Record_Se, t
r—TDW_Matrix{1];
[Iprefix filtering
C—o;
Prefix_Length- |r|- [t.Jr] 1+1;
for all r; € Record_Set
Prefix«—|ri|- [t.ri| 1+1;
for all j,k; 1<j < Prefix_Length 1< k < Prefix
if (r[j] == ri[K])
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C— Cur;
/Ipositional filtering
M« o;
forallr,eC
O (Irl+Fi);

1+t
for all p,q 1< p < Prefix_Length 1< g < Prefix
if (r[p]==ri[a])
ubound—21+ min(f|-p, Iri|-9);
if (ubound> O)

M— MuUr;
return M;
3.1.4 Algorithm: Verification
Input: M, Record_Set, t

Output: O*

Verification(M, Record_Set)t
O*«— o;
for eachr,e M
for each featurex € Record_Seti< j< ||, 1< k<|ri|

min_Wx— min (—=r_ | 22y,

Sjwxjr ’ Ty Wxkri
MW®- ¥ min_Wx
if (MWO>t)
O*— O*ur;;
return O*;

4. Experimental Results

4.1 Data Collection

We have generated a huge repository of web pagedefrom Google search engine. It was done foresspecific
query words given to Google and collected all siampages with respect to the first ranked resutobgle. Some
of these pages were removed due to the lack ofrextjaontents retrieved and non-suitable file faisrigkke PDF.
Each page thus obtained is pre-processed, featumedveighted according to the weighting scheme@angerly
indexed to create a TDW matrix. This procedure weseated for 10 different queries and experimergsew
conducted on 10 different repositories thus crediagh experiment is resulted an optimal set of daplicate web
pages with respect to the first ranked web pagkemuery result.

4.2 Experimental Set up

To conduct required experiments, we created amertliol which retrieves the contents of an inpubwpage;
perform all pre-processing steps and extract wetfeature set. With respect to the huge reposti@sgted earlier,
a TDW matrix is formed in a global ordering andefilng principles are applied. The resultant mathixs obtained
is supplied for similarity verification by analyZijrMWO of each record with the input record. If #tisfies the
threshold value t, that record is marked as a deplicate one. All these steps were implementeaguBHP.

43 Result Analysis
To evaluate the degree of accuracy, efficiency soadability of our algorithm, we have used two st
benchmark measures, precision and recall.

Number of web pages detected correctly

Precision =
TeCtSION = Total number of near_duplicate web pages detected

Number of web pages detected correclty
Recall =

Total number of near_duplicate web pages

The measures obtained for 10 different repositariesgiven by Table 4. While creating a reposiwi$0 pages, a
TDW matrix of almost size 3000 x 50 is createdendering phase. After filtering phase, its size wefuced to
2500 x 6 when a threshotd0.5 is applied. And finally, a set of three neaplitates {i;, d,, ds} are returned. We
could improve recall value without compromising@sén value.
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Table 4: Performance M easur es

Query No 01_‘ near Precision % Recall
word duplicates %
Q: 167 94.4 94.2
Q; 98 94.9 94.9
Qs 156 94.8 93.6
Qs 123 93.0 93.7
Qs 79 95.2 95.8
Qs 129 94.6 94.5
Q; 63 93.1 94.1
Qs 112 94.3 95.6
Qg 109 93.6 94.9
Q1o 59 94.7 95.8
Average 94.3 94.7

All the results obtained during the experimentsenvbaving a good level of similarity both in termis o
syntax and semantics. Weighting scheme plays aworiaut role in semantic analysis while majority eofisting
works depend only on simple term frequency basguicagghes or boolean approaches. Shingle basedamhe®
check only the number of overlapped shingles inpghie which is purely a syntax based one. In outhod by
measuring th&IWO values, we could predict the optimal set of naglidates instantly and precisely.

5. Conclusion and Future Work

This paper proposed a novel task for finding naglidate web pages. The proposed technique aims at
helping document classification in web content minbased on TDW matrix and MWO method. Insteadroply
using the traditional cosine similarity or documénetquency for finding similar pages, we proposeithrae stage
algorithm which reduces the size and enhancesetbgancy further. In this paper, we focus a TDWriméased
MWO method that can be applied for generating atim@ near duplicate set. We evaluate the accuey
scalability of our algorithm in terms of precisiand recall and we could achieve a much betterIreahle without
compromising the precision value. The experimemts/gd that our work has a better performance thiero
methods.

Further research works can extend this to a mdigeaft method for finding similarity joins whichao be
incorporated in focused web crawlers. Accuracy lsanmproved further by applying this method afggnitifying
the main content blocks rather than the entire pae.
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