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 The internet of things (IoT) greatly impacts daily life by enabling efficient 

data exchange between objects and servers. However, cyber-attacks pose a 

serious threat to IoT devices. Intrusion detection systems (IDS) are vital for 

safeguarding networks, and machine learning methods are increasingly used 

to enhance security. Continuous improvement in accuracy and performance 

is crucial for effective IoT security. Deep learning not only outshines 

traditional machine learning methods but also holds untapped potential in 
fortifying IDS systems. This paper introduces an innovative deep learning 

framework tailored for anomaly detection within IoT networks, leveraging 

bidirectional long short-term memory (BiLSTM) and gated recurrent unit 

(GRU) architectures. The hyper parameters of the proposed model are 
optimized using the JAYA optimization technique. These models are 

validated using IoT-23 and MQTTset datasets. Several performance metrics 

including accuracy, precision, recall, F-score, true negative rate (TNR), false 

positive rate (FPR), and false negative rate (FNR), have been selected to 
assess the effectiveness of the suggested model. The empirical results are 

scrutinized and juxtaposed with prevailing approaches in the realm of 

intrusion detection for IoT. Notably, the proposed method emerges as 

showcasing superior accuracy when contrasted with existing methods. 
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1. INTRODUCTION  

The internet of things (IoT) is a paradigm shift in which devices, vehicles, physical objects and 

appliances are interlinked via sensors and software, allowing them to share data and operate autonomously 

without human involvement. facilitating data collection and exchange [1]. The expansive IoT network 

extends Internet connectivity beyond traditional devices to include household gadgets, vehicles, and 

industrial equipment, fostering convenience, smarter cities, enhanced healthcare, and increased industry 

efficiency [2]. The heterogeneous nature of the IoT ecosystem presents challenges for security due to varying 

manufacturers and protocols, leaving devices vulnerable to known threats [3]. Data privacy concerns arise 

from continuous data collection [4]. Addressing these challenges is crucial for realizing the full potential of 

IoT while ensuring user trust and safety. Intrusion detection systems and responsive threat mitigation are 

essential security measures [5]. Consequently, the IoT research community have put forth several machine 

learning (ML) and deep learning (DL) techniques aimed at enhancing IoT security [6]. DL-based security 

methods autonomously learn heterogeneous features from unstructured data in IoT environments, effectively 

detecting mutated attacks and reducing the need for frequent patches, thus enhancing system resilience [7], 

https://creativecommons.org/licenses/by-sa/4.0/
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[8]. Kim et al. [9] proposed convolutional neural network and long short-term memory network (CNN-

LSTM) intrusion detection systems (IDS) model utilizes normalized UTF-8 character encoding for spatial 

feature learning, achieves 91.54% and 93% accuracy on CSIC-2010 and CICIDS2017 datasets respectively. 

Susilo and Sari [10] used random forest (RF), CNN, and multi-layer perceptron (MLP) for IDS classification 

on the Bot-IoT dataset, with CNN achieving the highest accuracy at 91%. Aldhaheri 𝑒𝑡 𝑎𝑙. [11] developed an 

IDS using IoT-Bot dataset, spiking neural networks (SNN) for signal categorization, and dendritic cell 

algorithm (DCA) for classification, achieving over 98.73% accuracy. An LSTM-CNN hybrid for IoT 

intrusion detection in smart home networks achieves 98% accuracy, outperforming existing models with 

fewer false alarms, based on [12]. In study [13], a lightweight intrusion detection method for IoT networks, 

utilizing a dense random neural network (DnRaNN), demonstrates excellent performance on binary and 

multiclass categorization using the ToN_IoT dataset. The XGBoost classifier was implemented in a paper 

[14] to identify intrusions in IoT networks. Device-based intrusion detection system (DIDS), a novel deep 

learning model, excels in large networks with 99% accuracy, low false alarms, and superior performance 

[15]. The proposed approach for the IoT [16], deep integrated stacking-IoT (DIS-IoT), integrates four diverse 

deep learning techniques to achieve superior accuracy and low false positive rates. A novel LSTM-based IDS 

[17] for IoT networks provides explainable model conclusions by utilizing distinct input features from the 

SPIP framework, achieving high accuracy on various datasets.  

Existing ML and DL-based security mechanisms have limitations, including outdated datasets, 

specific attack focus, emulated data, and underfitting due to limited training samples. This paper is motivated 

by the realization that selecting the right deep learning approach along with optimization technique and 

dataset can greatly improve accuracy in IoT IDS networks. The significant contributions in this paper are:  

i) Developing a BiLSTM and GRU-based deep learning model for IoT anomaly detection, optimized with 

JAYA algorithm for hyperparameter tuning, ii) Performs IoT attacks analysis using benchmark datasets to 

improve accuracy and reduce false alarm rate, and iii) Conducts systematic comparative experiments with 

contemporary research in the field. 

The paper delineates the framework of the proposed model in section 2. Section 3 elaborates on the 

methodologies, including the utilization of IoT-2023 and MQTTset datasets, preprocessing steps, 

implementation of BiLSTM, GRU, and JAYA optimization. Section 4 showcases the results and analysis, 

followed by the conclusion in Section 5. 

 

 

2. PROPOSED FRAMEWORK 

This paper introduces deep learning models for IoT network anomaly detection. The model 

development involves four main steps. Firstly, IoT-2023 and MQTTset datasets are chosen and preprocessed 

through data cleaning, digitization, and normalization. Secondly, BiLSTM and GRU are employed for 

building the IDS model, with JAYA optimization technique to fine-tune the hyperparameters. Thirdly, the 

optimized BiLSTM and GRU model are trained to establish detection rules. Finally, the model's performance 

is evaluated with a testing dataset to ensure generalizability. Figure 1 shows the various stages of the 

proposed framework. Outlined below are the procedural steps undertaken to implement the proposed model 

for IDS in IoT network. IoT-2023 and MQTTset dataset are taken and preprocessed.  

a. The architecture of BiLSTM and GRU based IDS model in IoT network is defined along with the 

hyperparameter optimization function. 

b. An objective function that evaluates the performance of BiLSTM and GRU based IDS based on the 

chosen hyperparameters is calculated.  

c. Jaya is used with an initial population of solutions. These solutions represent different configurations of 

the BiLSTM and GRU network. 

d. Jaya iteratively improves the population by updating the solutions. The primary steps are: 

˗ Evaluation: The fitness (objective function value) for each solution is calculated in the population based 

on their hyperparameters and the BiLSTM and GRU network's performance. 

˗ Exploration: Potential solutions are explored by generating new hyperparameter configurations. 

˗ Update: Old solutions is replaced with new ones if they are better (lower fitness). Jaya updates the 

solutions by comparing each pair of solutions and selecting the one with the better fitness. 

˗ Termination: A termination criterion is decided, such as a maximum number of iterations or a target 

fitness value, to stop the optimization process. 

e. After optimization, the best hyperparameters are extracted and the final JAYA-BiLSTMIDS and JAYA-

GRUIDS model for IoT network is developed.  

f. The final models are trained on the training dataset.  

g. Lastly, the JAYA-BiLSTMIDS and JAYA-GRUIDS models undergo testing on the test dataset to 

evaluate their classification performance. 
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Figure 1. Proposed model 

 

 

3. METHOD  

3.1. Datasets description and preprocessing 

3.1.1. IoT-2023 dataset  

The IoT-23 dataset, offers researchers a substantial collection of labeled IoT security data, 

comprising 23 labeled events with 20 malicious and 3 non-malicious scenarios. It includes nine types of 

attack, reflecting real-world IoT network conditions [18]. Table 1 displays unique instances of both normal 

and malicious attacks in the IoT-23 dataset after redundancy removal. 

 

3.1.2. MQTTset dataset 

The MQTTset dataset captures data from real-world IoT networks using the MQTT protocol, 

featuring information from different IoT sensors linked to an MQTT broker and gathered through the IoT-

Flock tool [19]. It includes details such as message payloads, timestamps, topic hierarchies, and other 

relevant metadata associated with MQTT-based interactions. The dataset encompasses various aspects of 

MQTT communication and contains records of normal and attack network behavior. It includes five distinct 

attacks pertaining to the IoT networks’ MQTT communication protocol. Table 2 shows unique instances of 

normal and malicious attacks post redundancy removal.  

 

3.1.3. Data preprocessing  

It aims to clean and transform the data to make it suitable for training and testing models [20].  

˗ Data cleaning: Duplicate records are removed, and missing values are either imputed or incomplete 

records are discarded. 

˗ Data digitization: The dataset encompasses both character and numeric attributes. Character-based 

attributes have been transformed into their corresponding numeric representations for consistency and 

analysis. 
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˗ Data normalization: All the features are scaled within the range of [0-1] using (1).  

 

𝑓 =
𝑓−𝑚𝑖𝑛

𝑚𝑎𝑥 −𝑚𝑖𝑛
  (1) 

 

where f is feature value, max is maximum value, and min is minimum value of the feature. 

 

 

Table 1. Class distribution of IoT-2023 dataset 
Category No. of instances after removing redundancy 

Benign 4,253,672 

Attack 1,699,608 

C&C 20,612 

DDoS 4,619,869 

File Download 7,707 

HeartBeat 12,648 

Mirai 756 
Okiru 12,908,506 

Port Scan 2,999,999 

Torii 24,492 

Total 26,547,869 

 

 

Table 2. Class distribution of MQTTset dataset 
Category No. of Instances after removing redundancy 

Benign 420,136 

Bruteforce 4,513 

MQTTFlood 77,756 

MalariaDoS 11,265 

Malformed 3,535 

SlowITe 3,044 

Total 520,249 

 

 

3.2.  Bidirectional long short-term memory 

Bidirectional long short-term memory (BiLSTM) [21] is a sequence processing architecture utilizing 

two LSTM units [22], each consisting of input, forget, and output gates regulated by sigmoid neural network 

layers, enabling effective information flow and retention across long sequences. BiLSTM networks connect 

two distinct hidden LSTM layers in opposing directions while directing them towards the same output as 

presented in Figure 2. In this configuration, the input sequence undergoes processing in a forward manner by 

one LSTM layer, while the inverted version of the input sequence is simultaneously fed into another LSTM 

layer as a backward state layer in time [23]. At a specific timestep, denoted by t, the input is represented by 

𝑥𝑡 = (𝑥1, 𝑥2, 𝑥3, …… , 𝑥𝑛) ∈ 𝑅𝑛𝑥𝑑. The hidden states that are forward and backward are represented as  

ℎ⃗ ∈ 𝑅𝑛𝑥𝑑  and ℎ⃗⃐ ∈ 𝑅𝑛𝑥𝑑. The computation is given in (2) to (4). 

 

ℎ
→

𝑡 = 𝜎 (𝑊
ℎ
→𝑥𝑡 + 𝑊

ℎ
→
ℎ
→ℎ

→

𝑡−1 + 𝑏
ℎ
→)  (2) 

 

ℎ
←

𝑡 = 𝜎(𝑊
ℎ
←𝑥𝑡 + 𝑊

ℎ
←
ℎ
←ℎ

←

𝑡−1 + 𝑏
ℎ
←)  (3) 

 

𝑦𝑡 = 𝑊
ℎ
→
𝑦
ℎ
→

𝑡 + 𝑊
ℎ
←
𝑦
ℎ
←

𝑡 + 𝑏𝑦 (4) 

 

The hidden state of the forward layer and the backward layer are merged in the output layer. The 

BiLSTM generates a sequence of hidden states as its output. 

 

𝑦𝑡 = 𝜎[ℎ
→

𝑡 , ℎ
←

𝑡] (5) 

 

The 𝜎 function merges output sequences from both forward and backward LSTM layers, combining them 

based on their hidden states. The resulting final hidden state ℎ𝑡 encapsulates the complete sentence, where ℎ𝑡  

is equal to [ℎ
→

𝑡, ℎ
←

𝑡]. 
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Figure 2. Bidirectional LSTM 

 

 

3.3.  Gated recurrent unit 

A gated recurrent unit (GRU) simplifies LSTM by merging the "forget" and "input" gates into a 

single "update gate" and combining the hidden and cell states [24]. The GRU architecture includes reset and 

update gates, both supported by a single hidden state, using sigmoid for information flow and tanh for 

computing the output. Figure 3 illustrates a GRU cell. The reset and update gates are shown mathematically 

as (6) and (7). 

 

𝑟𝑡 = 𝜎((𝑤𝑥𝑟  𝑥𝑡 + 𝑤ℎ𝑟  ℎ𝑡−1 + 𝑏𝑟))  (6) 

 

𝑢𝑡 = 𝜎((𝑤𝑥𝑢 𝑥𝑡 + 𝑤𝑢𝑟  ℎ𝑡−1 + 𝑏𝑢)) (7) 

 

where ‘𝑟𝑡’ signifies the reset gate for a time stamp ‘𝑡’ and ‘𝑢𝑡’ signifies the update gate. ‘ℎ𝑡−1’ signifies the 

GRU’s earlier hidden state, '𝑤' stands for the weight value, and 'b' represents the biases associated with the 

reset and update gates. The hidden state value is calculated utilizing (8) and (9). 

 

ℎ̃t = 𝑡𝑎𝑛ℎ (𝑤ℎ𝑥  𝑥𝑡 + 𝑤ℎ ℎ (𝑟𝑡 ℎ𝑡−1) + 𝑏𝑢))  (8) 

 

ℎ𝑡 = (1 − 𝑢𝑡)ℎ𝑡−1 + 𝑢𝑡 ℎ̃t (9) 

 

 

 
 

Figure 3. GRU cell operation 
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3.4.  JAYA optimization 

It a gradient-free metaheuristic inspired by natural selection, iteratively improves candidate 

solutions through exploration and exploitation without hyperparameters, aiming to distance from the worst 

and approach the best solution iteratively [25]. During exploration, solutions are compared and improved 

based on their fitness values, while during exploitation, the algorithm exploits the best solution found so far. 

This process continues until a stopping criterion is met or a satisfactory solution is found, as depicted in (10). 

 

𝑋𝑗,𝑘
𝑖+1 = 𝑋𝑗,𝑘

𝑖 + 𝑟1(𝑋𝑗,𝑏𝑒𝑠𝑡
𝑖 −|𝑋𝑗,𝑘

𝑖 |) − 𝑟2(𝑋𝑗,𝑤𝑜𝑟𝑠𝑡
𝑖 −|𝑋𝑗,𝑘

𝑖 |)  (10) 

 

where 𝑋𝑗,𝑘
𝑖  signifies the value of the jth variable of the kth particle at the ith generation. 𝑋𝑗,𝑏𝑒𝑠𝑡

𝑖  denotes the value 

of the jth variable of the best solution found within the ith generation. 𝑋𝑗,𝑤𝑜𝑟𝑠𝑡
𝑖  represents the value of the jth 

variable of the worst solution identified in the ith generation, r1 and r2 are two random numbers drawn from 

the uniform distribution 𝑈(0,1). 𝑋𝑗,𝑘
𝑖+1 refers to the jth variable of 𝑋𝑘

𝑖+1 i.e., the new solution or position to be 

evaluated. If the fitness improves, 𝑋𝑘
𝑖+1 replaces 𝑋𝑘

𝑖 . 

 

 

4. RESULTS AND DISCUSSION  

The experiments presented in this paper are carried out by integrating the TensorFlow backend with 

the Keras framework. Google Colab served as the platform for conducting these experiments. The proposed 

JAYA-BILSTMIDS and JAYA-GRUIDs models are subjected to validation using an extensive array of 

performance metrics. The evaluation metrics listed in (11) to (17), ensuring a thorough and complete 

assessment of model performance. Similarly, Table 3 outlines the parameters and hyperparameters utilized in 

BiLSTM, and GRU architecture for classification. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 (𝐴𝐶𝐶) =
(TP+TN)

(TP+TN+FP+FN)
 (11) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
TP

(TP+FP)
 (12) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 𝑜𝑟 𝑇𝑃𝑅 =
TP

(TP+FN)
 (13) 

 

𝐹 − 𝑠𝑐𝑜𝑟𝑒 = 2 ∗
(Precision ∗ Recall)

(Precision + Recall)
 (14) 

 

𝑇𝑁𝑅 = 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
TN

(TN+FP)
  (15) 

 

𝐹𝑃𝑅 =
FP

(FP+TN)
 (16) 

 

𝐹𝑁𝑅 =
FN

(FN+TP)
 (17) 

 

The hyperparameters are fine-tuned by Jaya optimization algorithm. The value of max iterations is 

set to 20 with lower bound as 50 and upper bound as 150, dimensionality as 1 and the number of search 

agents is 1. The optimizer adjusts the parameters like the batch size, epochs, and window size, leading to an 

improvement in the classification accuracy of the model. 

 

 

Table 3. BiLSTM and GRU model parameters and hyperparameters for classification 
Layer Name Configuration 

Input Input layer Input features of IoT-2023 and MQTTset dataset 

Hidden BILSTM or GRU Neuron Units=512, Bias, Kernel and Activity regularizer 

Activation LeakyReLU (alpha = 0.2) 

Layer normalization Center = True, Scale = True, Axis = 1 

Regularization 11 = 0.0001, 12 = 0.0001 

Dropout Dropout rate = 0.2 

Classification Dense Neuron = 512, Activation = ReLU 

Output Output layer Teo neurons, Activation = SoftMax 

Hyper parameters  Early stopping (monitor = ‘loss’, verbose = 1, patience = 6), optimizers = Adams, loss function = 

binary_crossentrophy, Learning rate = 0.001, Batch size = 120, epoch = 200 to 500. 
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This paper performs binary classification on IoT-2023 and MQTTset datasets utilizing the JAYA-

BiLSTMIDS and JAYA-GRUIDS model in IoT network and the outcomes are given in Table 4. The 

accuracy of JAYA-BiLSTMIDS for IoT-23 and MQTTset dataset are 99.65% and 99.88%. Similarly, the 

findings of JAYA-GRUIDS model on IoT-23 dataset are 99.42% accuracy and 99.45% accuracy on 

MQTTset dataset. Figures 4 and 5 show the graphical performance comparison of JAYA-BiLSTMIDS and 

JAYA-GRUIDS on IoT-23 and MQTTset dataset. It is clearly observed that JAYA-BiLSTMIDS shows 

better performance than JAYA-GRUIDS on both the datasets. 

 

 

Table 4. JAYA-BiLSTMIDS and JAYA-GRUIDS model classification using IoT-2023 and MQTTset dataset 
Model Dataset Class Accuracy Precision Recall F1-Score TNR FPR FNR 

JAYA-BiLSTMIDS IoT-23 Normal 99.65 99.31 99.40 99.36 99.88 0.12 0.60 

Anomaly 99.89 99.88 99.89 99.40 0.60 0.12 

MQTTset Normal 99.88 98.74 99.84 99.29 99.94 0.06 0.16 

Anomaly 99.99 99.94 99.96 99.84 0.16 0.06 

JAYA-GRUIDS IoT-23 Normal 99.42 98.96 99.11 99.03 99.82 0.18 0.89 

Anomaly 99.84 99.82 99.83 99.11 0.89 0.18 

MQTTset Normal 99.45 99.15 98.99 99.07 99.85 0.15 1.01 

Anomaly 99.82 99.85 99.84 98.99 1.01 0.15 

 

 

 
 

 

Figure 4. Performance analysis of JAYA-BiLSTMIDS and JAYA-GRUIDS on IoT-23 dataset 

 

 

 
 

 

Figure 5. Performance analysis of JAYA- BiLSTMIDS and JAYA-GRUIDS on MQTTset dataset 
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A low false alarm rate FAR ensures that the IDS accurately identifies genuine security threats while 

minimizing false alerts. Figure 6. depicts the false alarm rate (FAR) of the proposed model, showcasing 

remarkable results with 0.55% and 0.51% on the IoT-23 and MQTTset datasets for JAYA-BiLSTMIDS, and 

0.62% and 0.57% for JAYA-GRUIDS on the same datasets. Figure 7 shows the classification performance 

using receiver operating characteristic (ROC).  

The key findings indicate that the proposed JAYA-based IoT IDS models showed high performance 

in anomaly detection across two datasets, proving their robustness. High accuracy, precision, recall, and  

F1-scores for classification highlight their effectiveness in identifying malicious activities in IoT networks. 

This research stands out for using JAYA optimization technique for exploring deep learning architectures. 

Strengths include developing a lightweight binary classification model. Limitation include scalability to 

larger datasets and real-time IoT deployment. As shown in Table 5, the effectiveness of the suggested model 

has been confirmed by comparison with other relevant papers. 

 

 

 
 

Figure 6. False alarm of JAYA-BiLSTMIDS and JAYA-GRUIDS on IoT-23 and MQTTset dataset 

 

 

 
 

Figure 7. ROC of JAYA-BiLSTMIDS and JAYA-GRUIDS 

 

 

Table 5. Performance Comparison of the proposed model with other articles 
Article Year Model Dataset Accuracy Precision Recall F1-Score FAR 

Kim et.al. [9] 2020 CNN-LSTM CSIC-2010 91.54 98.54 68.26 80.65 - 

CICISC-2017 93.00 86.47 76.83 81.36 - 

Aldhaheri et.al. [11] 2020 DeepDCS BoT-IoT 98.73 99.17 98.36 98.77 - 

Azumah et.al. [12] 2021 LSTM IoT 98 83 84 83 - 

Latif et.al. [13] 2022 DnRaNN ToN_IoT 99.15 99.23 99.07 99.27 - 

Madhu et.al. [15] 2023 DIDS Real time data of 

an IoT network 

99 97 96 97 - 

Lazzarini et.al. [16] 2023 DIS-IoT CICIDS2017 98.70 95.90 97.60 96.75 - 

Proposed Model 2024 JAYA-GRU IoT-2023 99.42 99.40 99.47 99.43 0.62 

MQTTset 99.45 99.48 99.42 99.40 0.57 

JAYA-BiLSTM IoT-2023 99.65 99.60 99.64 63.00 0.55 

MQTTset 99.88 99.37 99.89 99.63 0.51 
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5. CONCLUSION  

In this paper, a lightweight deep learning model, rooted in recurrent neural networks is presented to 

identify anomalies in IoT networks, highlighting the cybersecurity importance with a focus to increase the 

accuracy and reduce the FAR. The proposed model encompasses BiLSTM and GRU methodologies 

optimized by JAYA optimization technique, forming a comprehensive structure for analyzing anomalous 

activities aimed at intrusion detection in IoT networks. IoT-2023 and MQTTset datasets are used to assess 

the efficacy of the proposed model. The performance evaluation of JAYA-BiLSTMIDS on the IoT-23 dataset 

reveals an accuracy of 99.65%, while achieving 99.88% accuracy on the MQTTset dataset. Similarly, the 

JAYA-GRUIDS model attains an accuracy of 99.42% on the IoT-23 dataset and 99.45% on the MQTTset 

dataset. Notably, both proposed models demonstrate a low FAR, showcasing outstanding results with 0.55% 

and 0.51% on the IoT-23 and MQTTset datasets for JAYA-BiLSTMIDS, and 0.62% and 0.57% for JAYA-

GRUIDS on the same datasets. It is observed that JAYA-BiLSTM yields better results than JAYA-GRUIDS 

in terms of accuracy and FAR. These findings highlight the potential of employing simpler architectures to 

attain comparable levels of IDS classification performance in IoT network. Future studies may investigate 

integrating these models into real world IoT systems and exploring ensemble methods to boost detection 

abilities. 
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