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 Coronavirus disease 2019 (COVID-19) has led many colleges and students 

to use online learning. In educational databases with so much data, 

evaluating student development is difficult. E-learning is essential for 

egalitarian education since it uses technology and contemporary learning 

techniques. This review research found three ways for predicting online 

course performance: i) To choose the best features to raise student 

performance; ii) The most effective algorithms for transforming unbalanced 

data into balanced data; and iii) The best machine learning algorithms to 

predict online course performance. This study also offered insights into 

using hybrid techniques and optimization algorithms to educational data sets 

to improve student performance prediction. The utilization of data from 

independent e-learning products to enhance education today requires data 

processing to ensure quality. In addition to these techniques, our abstract 

highlights the effectiveness of hybrid feature selection methods like L2 

regularization (Ridge) and recursive feature elimination (RFE) and ensemble 

learning models like random forest, gradient boosting, and AdaBoost. These 

approaches considerably improve prediction accuracy and tackle huge and 

sophisticated educational dataset challenges. Our work uses advanced 

machine-learning approaches to optimize e-learning settings and boost 

academic achievements in the shifting online education landscape caused by 

the COVID-19 pandemic. 
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1. INTRODUCTION 

There has been a total game-changer with more integration of e-learning platforms into the 

education landscape. The transition from traditional classrooms [1]–[3] to online learning environments has 

brought forth the basic change in the way learners are interacting with learning resources. E-learning [4], 

with a variety of instructional media, developed due to the use of technologies in education, has become a 

flexible and easily adjustable learning environment, beyond geographical boundaries, interesting to many 

kinds of learners. As the world educational community continues venturing into the potential realm of  

e-learning, the emphasis remains on the academic achievements of the students within the digital boundaries. 

In view of this, therefore, understanding and improving student performance in e-learning environments 

[5]–[8] is essential in ensuring the effectiveness and success of online educational activities. The aspect of 

student performance in the e-learning environment is multidimensional and involves the engagement of the 

https://creativecommons.org/licenses/by-sa/4.0/
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student, academic performance, and overall satisfaction of the student with the learning process. The present 

study looked into the complexity involved in student performance in an e-learning environment. The 

increasing reliance on digital platforms for education needs an in-depth analysis through the elements that 

affect student results and the efficiency of the present e-learning methods. This study attempts to understand 

the critical issues and challenges that educators, institutions, and policy-makers face. This lies in the complex 

elements of student performance in online contexts. As shown in Figure 1 e-learning industry has 

experienced tremendous growth in 2021, and the perspective for its expansion by 2026 is over $200 billion in 

value. The projection for the same, by 2026, is more than $375 billion. With the outbreak of the Coronavirus 

disease 2019 (COVID-19) pandemic, the number of e-learning users around the world surged to more than 

2.6 billion . The corporate e-learning market is projected to reach $31 billion by 2027, and in higher learning, 

online courses are being embraced, with 6.6 million U.S. students in such classes in 2018 [9], [10]. Education 

is being reshaped with virtual classrooms coming onto the scene and changing the landscape with the rise of 

new technologies such as artificial intelligence (AI) and virtual reality (VR). 

 

 

 
 

Figure 1. Global E-learning market growth over time 

 

 

The outbreak of the COVID-19 pandemic which enhanced the uptake of online learning platforms 

levelled up educational systems. On the other hand, the implementation of these broader understanding of 

learning led to certain problems regarding efficient assessment of the students’ progress in greatly expanded 

databases of education. In the context of digital learning environments, the traditional approaches to 

measuring the students’ performance might be inadequate to call for the invention of technological 

advancements. This review study is in the field of e-learning and addresses three primary approaches which 

could help to strengthen the prediction of students’ success in an online course. 

Among the major constraints when attempting to forecast student outcomes is the issue of how to 

address the imbalance of data often present in database records of the educational environment. Predictive 

performance can be affected by relationship and class imbalances, which problematizes the fair 

representation of class members within a given class. Further, identifying the features, which are relevant to a 

particular problem from amongst a vast number of potential features, emerges as another major challenge. 

Depending on the application and the data distribution, the choice of features may greatly affect the 

performance of a machine learning model, and finding the most informative features may be a very 

challenging task. 

The problem statement and existing solutions highlight the challenges in processing, analyzing, and 

interpreting the vast and varied educational data, as well as the large quantity of information generated within 

online classes, making it extremely difficult to accurately assess students' performance. Most of the 

traditional approaches to formative assessment are not very effective in dealing with the features of digital 

learning environments. As mentioned, even if other solutions, like basic machine learning algorithms and 

statistical methods, have been applied, they could not necessarily solve all the concerns regarding online 

education data. 

The main goal of this paper is to use machine learning algorithms and methodologies for handling 

imbalanced datasets to improve the prediction of students’ performance in online courses. The study seeks to 
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accomplish the following particular goals: i) Find and assess feature selection strategies for improving 

student performance forecasting in e-learning settings; ii) Examine alternative techniques for handling 

unbalanced datasets and judge how well they affect performance forecast accuracy; and iii) For forecasting 

students’ performance in online courses, investigate and evaluate machine learning systems. 

Body will be covered during the subsequent section 2 (key territories for projecting student 

performance). There are three subsections in the body section. Initially, let’s concentrate on feature selection. 

Focusing on an imbalanced dataset comes next, followed by approaches for predicting student performance. 

Section 3 focuses on the methodology, section 4 focuses on results and discussions and section 5 

concentrates on the conclusions. 

 

 

2. KEY TERRITORIES FOR PROJECTING STUDENT PERFORMANCE  

2.1.  Feature selection 

Feature selection is a key and a crucial step in machine learning especially in electronic learning 

which consists of discovering suitable features that are most appropriate for the target variable from the 

available data to enhance the performance of the machine learning models. The importance of feature 

selection in the improvement of machine learning algorithms performance and computational cost [11]–[17]. 

Qiu et al. [11] described a e-learning performance estimation framework which is based on behaviour 

classification. The system has feature selection to extract category feature values of different behaviours and 

construct the learning performance predictor using machine learning methods. Besides, the feature selection 

is an important step in decrease the complex of machine learning algorithms and improving the model 

performance has been emphasised [12]. Even Farnaghi-Zadeh et al. [13] sentenced the importance of feature 

selection as the most early phase in pattern recognition and machine learning. Deep reinforcement learning, 

decision tree classifiers and meta-heuristic algorithms [18] have been suggested to be supplemented with 

feature selection for optimising feature selection and machine learning model performance [19]–[21]. The 

applications for feature selection are diverse. In summarizing, feature selection plays a vital role in enhancing 

machine learning, particularly with e-learning. It helps to improve the accuracy of the prediction, the 

simplicity of computations and the effectiveness of the model.  

 

2.2.  Handling imbalanced dataset 

In the domain of machine learning for e-learning, this area is well-explored and a few propositions 

have been made in order to tackle this particular problem related to the datasets being imbalanced. Ma et al. 

[22] discussed about fuzzy techniques which is used to handle imbalanced dataset. The dataset is imbalanced 

in most cases, and the work by Giray et al. [23] applies many oversampling techniques, such as synthetic 

minority oversampling technique (SMOTE), adaptive synthetic sampling approach for imbalanced learning 

(ADASYN), Borderline-SMOTE, and ariational autoencoder (VAE), to the problem. ClassBalancer, 

resample, SMOTE, cost-sensitive classifier, and one-class classifier are some of the imbalanced learning 

algorithms that [24] worked on to check how they fare in code smell detection through machine learning. 

Specifically, studies done by studies [25], [26] were focused on the use of the SMOTE for imbalanced 

dataset resolution. In addition, Liu et al. [27] suggested the use of evolutionary algorithms to develop 

classification strategies for imbalanced absence of data. Study [28] are meanwhile engaged in developing a 

new approach for hospital mortality prediction that fuses the support vector machine (SVM) algorithm and 

the SMOTE balancing methodology. 

Ouhmida et al. [29] also further used the SMOTE to deal with the issue of class imbalance in a 

hybrid system for diagnosing Parkinson's disease. This was then implemented to cater for this issue. Bujang 

et al. [30] identified possible solutions to this imbalanced categorisation problem at three levels: data-level, 

algorithm-level, and hybrid-level. In another study conducted by [31], the issue of unbalanced classes in 

multiclass datasets is considered and compared when using the SMOTE approach to finding the solutions 

provided by the ADASYN approach. Singh et al. [32] in their study tried to rebalance the skewed minority 

class data using oversampling techniques, which finally led to enhanced accuracy. Furthermore, Bostanci  

et al. [33] went further with the need to utilize SMOTE in alleviating the problem of imbalance in datasets 

through over-sampling. 

Kosolwattana et al. [34] solved the problem of downsampling the class with so-called dominance. 

On the other hand, Din et al. [35] tackled the possibility of overfitting risk that was caused by such an 

imbalanced dataset that prefers the majority class data. In the same line, study [36] note that balanced class 

distributions are important to suggest by machine learning algorithms, and the use of resampling strategies is 

essential. In addition, data augmentation techniques, SMOTE, modified-SMOTE, and smoothed-bootstrap, 

were used by study [37] to mitigate the imbalance. In addition to that, Abdullahi et al. [38] have researched 

resampling strategies and the SMOTE-ENN strategy in the context of taking care of the problem of 

unbalanced class distribution. studies [39], [40] have used the SMOTE for overcoming imbalanced datasets. 
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2.3.  Methods for prognosticating student achievement 

The published research conducted between 2021 and 2024 provided valuable findings related to the 

utilization of machine learning models for predictions and better results in student performance within an  

e-learning context. Kumar et al. [41] provides an innovative approach, which is the E-SVM: spectral 

clustering algorithm based quadratic support vector machine, for learning style forecast on e-learning 

platforms. The web mining methodology for the extraction of the hidden information from the log files by the 

application of spectral clustering followed by the quadratic SVM classification shows a comprehensive 

approach. The credibility of the study is increased, as it applies a real-time dataset for the study and compares 

the efficacy of the proposed approach with the state of art methodologies. The supremacy is elaborated in 

terms of prediction accuracy, specificity, and sensitivity; hence, it is an attestation that the proposed E-SVM 

technique excels existing approaches such as fuzzy set logic-based subject matching (FSLSM), bilateral 

independent local binary correlation index (BILBCI), fuzzy c-means (FCM), and hybrid framework (HF). This 

work makes a substantial contribution to the advancement of predicting learning styles in e-learning settings. 

Abdullah et al. [42] have used four regression machine learning methods for forecasting the 

academic achievement of students from e-learning logs. These are random forest (RF), Bayesian Ridge (BR), 

adaptive boosting (AdaBoost), and extreme gradient boosting (XGBoost). In addition, the study indicated the 

abilities of these algorithms in the context of rendering accurate predictions and in identifying the factors 

affecting student success in e-learning. Moreover, the machine learning algorithms have been applied for the 

purposes of prediction and assessment in such kind of fields as forecasting and assessments on the academic 

achievements of students in online and offline cases. Study [43] indicated the superior performance of 

support vector machine (SVM) over other machine-learning techniques when it came to predicting the results 

of the students. It specifies that the potential of SVM in understanding and predicting the academic 

performance of students in an e-learning environment. 

 

 

3. METHOD 

In Figure 2, emphasising class imbalance, feature selection, and ensemble modelling, the flowchart 

provides a whole machine learning approach fit for an E-learning environment. First preparing the dataset 

[44] which might have an unbalanced class distribution; the synthetic minority over-sampling technique 

(SMOTE) generates synthetic samples for the minority class, hence balancing the dataset. We then apply a 

hybrid feature selection approach. This employs L2 regularization (Ridge) [45], which reduces their 

coefficients to zero, so eliminating less important features; recursive feature elimination (RFE) [46], which 

iteratively removes the least important characteristics, builds models on the remaining ones to discover the 

optimal subset. Combining these two methods generates, via the R³FE method, an optimal feature set. 

 

 

 
 

Figure 2. Schematic diagram of the proposed methodology 
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Then an ensemble model is generated from three strong algorithms: random forest [47], gradient 

boosting [48], and AdaBoost [49]. Random forest generates several decision trees and aggregates their results 

for increased accuracy and robustness; Gradient Boost sequentially builds models to correct the errors of the 

previous ones; AdaBoost combines many weak classifiers to form a strong classifier by stressing difficult-to-

classify events. At finally, a comparison with current models evaluates the performance of our ensemble 

model. By means of effective class imbalance correction, feature selection based on relevance, and powerful 

ensemble methods application, this integrated approach aims to improve the performance of the model on the 

E-learning dataset. 

 

3.1.  Feature selection using R3FE 

R³FE is a hybrid feature selection method designed to identify most relevant features in a dataset by 

combining L2 regularization (Ridge regression) with RFE. R³FE's feature selection approach is fully justified 

here. Steps involved in R³FE: 

a. Initial feature selection with L2 regularization (Ridge regression) 

A Ridge regression is a type of linear regression adding an L2 penalty term. Big coefficients are 

controlled  by this penalty phrase adding the values of the squared coefficients to the loss function. 

 

𝐶𝑜𝑠𝑡 𝐹𝑢𝑛𝑐𝑡𝑖𝑜𝑛 (𝐶𝐹) = Residua Sum of Squares + λ ∑ 𝛽𝑗
2𝑝

𝑗=1    (1) 

 

where 𝛽𝑗 are the model coefficients, and λ is the regularization parameter. Using this penalty, Ridge 

regression lowers the coefficients of less important variables towards zero but does not exactly zero. This 

helps to reduce the effect of multicollinearity and improves the generalisation of the model.  

b. Feature importance ranking 

Absolute coefficient values based on suitable Ridge regression model fit arrange the features. One 

finds more important larger coefficient characteristics. 

c. RFE 

1. Iteration process 

RFE removes least important features at every iteration. 

− Train the Ridge regression with the present feature set. 

− Sort the features according to their relevance; this helps one to determine the absolute values of the Ridge 

regression model. 

− Based on the ranking, eliminate the least important feature (s). 

− Proceed until either the target count of features is reached or no more features need to be eliminated. 

d. Optimal feature set 

This recurrent elimination strategy generates a perfect set of features largely supporting the 

performance of the model in prediction. While the less important features are deleted by aggregating the 

coefficient shrinkage impact of Ridge regression with the iterative elimination process of RFE, R³FE assures 

the retention of the most important ones. 

R³FE improves feature selection and model performance by aggregating the best of Ridge regression 

with RFE. Originally maintaining all characteristics, Ridge regression effectively solves multicollinearity 

whereas RFE methodically reduces the feature set to determine the optimal subset. This hybrid approach 

employs recursive elimination and coefficient shrinkage, so it is powerful in identifying the most important 

properties. R³FE so not only selects a relevant subset of features, so enhancing prediction accuracy and 

reducing overfitting, but also allows machine learning models to be interpretable. 

 

3.2.  Ensemble model 

One may rather fairly predict student performance using an ensemble model including random 

forest, gradient boosting, and AdaBoost. Every one of these methods has unique advantages that contribute to 

provide a more reliable and accurate forecast. When several decision trees are built during training and 

produce either mean prediction (regression) or classifier mode of the individual trees, random forest is an 

ensemble learning approach. Particularly in the face of noise and overfitting, it offers good accuracy and 

elegantly manages ever more complicated datasets.Gradient boosting creates models one after the other that 

each new one corrects mistakes of the prior one. Usually from decision trees, aggregating the results of 

numerous weak learners generates a strong prediction. This approach can help to manage complicated 

relationships in the data and is quite effective in optimising prediction accuracy. AdaBoost builds models 

sequentially as well, but it focuses on misclassified events by altering their weights, thus following models 

pays more attention to the hard-to-classify events. From this especially in noisy datasets, better resilience and 

accuracy ensue. 
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Combining these three approaches in an ensemble model makes use of every one of them. While 

random forest provides stability and lowers variance, gradient boost increases accuracy by emphasising error 

reduction; AdaBoost increases performance by assigning greater value to difficult situations. By aggregating 

several features of the data, lowering overfitting, and enhancing generalisation, this ensemble approach may 

produce remarkable predictive performance in student performance prediction. Random forest, gradient 

boosting, and AdaBoost used together provide generally superior accuracy, robustness, and interpretability 

than separate models, therefore providing a complete and strong instrument for assessing student performance. 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Feature selection 

We examined several student traits in order to identify the most significant factors in our study on 

academic performance in e-learning environments. Among other things, our dataset comprised demographic 

data, educational stages, participation records, and academic habits. By means of a powerful feature selection 

process employing a hybrid strategy of L2 regularization (Ridge) and RFE, we identified 10 out of 16 major 

features with the greatest predictive value. Among them especially are gender, stage_id, grade_id, subject, 

related, raisedhands, visited_resources, announcements_view, discussion, and student absence days. These 

elements taken together present a whole picture of the student's profile and their participation inside the  

e-learning system, therefore allowing a more realistic prediction of academic performance. Although 

demographic and attendance records provide additional background for performance variance, the emphasis 

on engagement activities such raised hands, resource visits, and discussion participation underlines the 

requirement of active participation in the learning process. 

 

4.2.  Ensemble model  

In this paper, we examined how successfully an ensemble learning approach coupled with a hybrid 

feature selection strategy projected academic performance in e-learning environments. The proposed model 

used RFE with Ridge regularization (R3FE) for feature selection underscored by an ensemble classifier 

including random forest, gradient boosting, and AdaBoost. This model presented rather outstanding 

performance metrics with an accuracy of 97%, a precision of 96%, a recall of 98%, and an F1-score of 97%. 

These results reveal that the hybrid R3FE feature selection combined with the ensemble learning model 

produces strong and consistent predictions of academic performance, thereby effectively capturing the 

important drivers and raising the general predictive accuracy as shown in Table 4. 

 

 

Table 4. Performance assesment using ensemble model 
Proposed model Accuracy Precision Recall F1-Score 

R3FE+Ensemble Model 97 % 96% 98 % 97% 

 

 

4.3.  Comparision between other methods with proposed methods 

In this work, we investigated many feature selection techniques and their accuracy in forecasting 

academic achievement in e-learning settings with our suggested model. Existing approaches show different 

degrees of efficacy: block-based centroid estimation procedure (BCEP)+Bayes (97.00%), Mel-frequency 

cepstral coefficient (MFCC), filter bank energy (FBE) (96.36%), hybrid particle swarm optimization (PSO) 

and genetic algorithm (GA) with SVM (91%), deep RL feature selection with SVM (90.90%), ReliefF with 

deep maxout network (93.20%), and PSO with AdaBoost or ACO with XGBoost (79.22%, 69.0%). All have 

restrictions, though. For example, although accurate, Bayesian techniques might be sensitive to meaningless 

information and computationally taxing. Often utilised in voice recognition, approaches such MFCC, FBE 

may not be very generalizable to academic achievement prediction. While deep reinforcement learning (RL) 

approaches demand large training time and resources, hybrid PSO+GA with SVM might be computationally 

costly and prone to convergence problems. ReliefF with deep maxout network runs overfit; PSO with 

AdaBoost or ant colony optimization (ACO) with XGBoost exhibits reduced accuracy because of 

inefficiencies in feature selection and optimisation as shown in Table 5. 

With L2 regularization (Ridge) combined with RFE and an ensemble learning method employing 

random forest, gradient boosting, and AdaBoost, our suggested model achieves a high accuracy of 97%. This 

hybrid R3FE+ensemble model efficiently balances feature selection and model complexity to guarantee that 

only the most pertinent features are chosen, hence lowering dimensionality and enhancing model 

interpretability. Using the strengths of several classifiers, the ensemble model produces strong and accurate 

forecasts. 
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Our model has constraints even with its great precision. It can be computationally demanding, 

needing time and large processing capability. While improving accuracy, the use of ensemble techniques 

might make the model less interpretable than simpler models, therefore confusing the knowledge of each 

feature contribution. Furthermore, the hybrid technique could have scalability problems with very big 

datasets that need for optimisation for useful deployment. Although our suggested model acknowledges its 

natural constraints, it provides a balanced approach by combining sophisticated feature selection with 

ensemble learning to reach high accuracy in estimating academic achievement. 

 

 

Table 5. Comparison of feature selection existing approaches and their accuracy's with proposed model 
Year Reference Approaches Accuracy 

2022 [14] BCEP+Bayes 97.00% 

2022 [20] MFCC, FBE 96.36% 
2022 [21] Hybrid PSO+GA with SVM 91% 

2022 [22] Deep RL feature selection with SVM 90.90% 

2024 [23] ReliefF with deep Maxout network 93.20% 
2023 [24] PSO with AdaBoost, ACO with XGBoost 79.22%, 69.0% 

 Our Work Feature selection with hybrid L2 regularization (Ridge) and RFE (R3FE) 97.00% 

 

 

5. CONCLUSION 

Several conclusions may be made based on thorough investigation of feature selection, handling 

unbalanced datasets, and approaches for prognosis of student performance in e-learning environments: 

Feature selection is very important for improving machine learning models by means of the most pertinent 

attributes that enable accurate prediction of results. RFE and L2 regularization (Ridge) allow to choose 

relevant features, therefore enhancing model interpretability and performance. Common in e-learning 

systems, imbalanced datasets can provide biassed models supporting majority classes. Class imbalance is 

efficiently addressed by techniques including SMOTE and ensemble methods (random forest, AdaBoost), so 

strengthening the accuracy and resilience of predictive models. 

Support vector machine, gradient boosting, and ensemble approaches among other machine learning 

techniques show great performance in e-learning environments for estimating student performance. These 

systems use demographic, participation, and academic behavior-related traits to provide correct projections. 

Improving prediction accuracy by means of hybrid feature selection strategies (R3FE) combined with 

ensemble models (random forest, gradient boost, and AdaBoost) shows to be rather successful. These 

techniques not only enhance model performance but also assist to address the challenges given by large and 

complex datasets. Resilience and accuracy let the proposed hybrid R3FE+ensemble model frequently beat 

present approaches. It strikes a good balance between feature selection, model complexity, and 

interpretability in e-learning settings, therefore serving practical purposes. Building accurate and reliable 

prediction models in e-learning depends on finally applying advanced machine learning techniques, effective 

management of imbalanced datasets, and complex feature selection methods. These strategies optimise 

instructional interventions in online learning environments and significantly aid to raise student performance. 

Future research may look at scaling issues and extend these techniques to more general application in bigger 

educational settings. 
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