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 In the current field of education, universities must be highly competitive to 

thrive and grow. Education data mining has helped universities in bringing 

in new students and retaining old ones. However, there is a major issue in 

this task, which is the class imbalance between the successful students and 

at-risk students that causes inaccurate predictions. To address this issue, 12 

methods from data-level sampling techniques and 2 methods from deep 

learning synthesizers were compared against each other and an ideal class 

balancing method for the dataset was identified. The evaluation was done 

using the light gradient boosting machine ensemble model, and the metrics 

included receiver operating characteristic curve, precision, recall and  

F1 score. The two best methods were Tomek links and neighbourhood 

cleaning rule from undersampling technique with a F1 score of 0.72 and 0.71 

respectively. The results of this paper identified the best class balancing 

method between the two approaches and identified the limitations of the 

deep learning approach. 
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1. INTRODUCTION 

In present times, education institutes operate in a highly complex environment and are fiercely 

competitive with each other. In order to stand out, the institute must be able to consistently attract new 

students and retain old ones. With the rapid rise in technology development allowing equipment to become 

cheaper, more data on students can be collected and stored. By effectively analyzing and utilizing this data, 

an educational institute can leverage its advantages and outperform its competitors. Educational data mining 

(EDM) is the emerging field that is concerned with automating the process of analyzing student data and 

providing actionable insights for members of the staff to utilize. 

Predicting student academic performance is a common goal in the field of EDM. This is an 

important task as a major contribution to a student’s success is their academic performance in higher 

education institutes. Academic performance may consist of examination results, coursework, co-curricular 

achievement, whether the student has graduated on time, and so on. [1] used data mining to predict students’ 

grades using their attendance, class test, assignment and midterm scores and achieved a high accuracy of 

88.6% using deep learning algorithms. Students with good academic results are likely to face a greater 

amount of career choices and better job security, when compared to students with poor academic results. 

However, it must be noted that each student is unique, as they receive and process information differently 

https://creativecommons.org/licenses/by-sa/4.0/
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from one another. It is possible for students with poor academic results to improve with some interventions. 

Thus, it is a critical task to know the at-risk students as early as possible in the study year so that 

interventions can be applied quickly. 

One major challenge faced in this task is the class imbalance between the successful students and 

the at-risk students. Generally, there are a lot more successful students compared to at-risk students in a 

program. Building a predictive model without addressing this issue can lead to meaningless results, as the 

model may show that it has a higher accuracy by simply predicting all students passed and are successful  

[2], [3]. Other researchers like Chawla et al. [4] have commonly used traditional oversampling techniques 

like synthetic minority oversampling technique (SMOTE) or undersampling techniques like Tomek links 

(TL) [5]. However, these techniques are not always applicable and have disadvantages, such as oversampling 

introducing additional noise and undersampling removing large samples of data to make the majority class 

samples equal to the minority class. The class imbalance issue is also not unique to the education domain, it 

can occur in many different domains including cybersecurity [6], air quality [7], and others. 

In recent years, researchers have explored generating synthetic datasets to increase the amount of 

information and help improve the performance of the predictive models [8]. Moreover, through various deep 

learning synthesizers, it has been shown to be possible to generate synthetic datasets to solve the class 

imbalance issue [9]. The synthetic datasets are modelled on a similar data distribution to the real dataset by 

the synthesizers but can modify the target classes by making the classes balanced appropriately. However, as 

this is still a relatively new approach, there has not been much focus on this approach. 

In this paper, multiple methods from the two approaches to class balancing, which are data-level 

sampling and deep learning synthesizers are compared and evaluated on a student education dataset. The 

multiclass evaluation is performed through the light gradient boosting machine (LightGBM) classifier using 

machine learning metrics such as receiver operating characteristic (ROC), precision, recall and F1 score. In 

addition, the datasets generated are compared visually and through data quality scores. 

Data-level techniques are a group of techniques that involve modifying the actual dataset itself to 

make the class distribution balanced [10], [11]. There are three types under this approach, oversampling, 

undersampling and hybrid sampling. Oversampling techniques are generally concerned with increasing the 

minority class samples to make the class distribution like the majority class. This is done by sampling the 

majority class and replicating it or synthesizing new samples based on it for the minority class. The main 

disadvantage of this method is that it relies heavily on the original data quality, and generating too many 

samples may lead to overfitting. The four methods of this nature considered in this paper are random 

oversampling (ROS) [12], synthetic minority oversampling technique (SMOTE) [4], borderline synthetic 

minority oversampling technique (BSMOTE) [13] and adaptive synthetic technique (ADASYN) [14].   

Undersampling techniques on the other hand, are concerned with reducing the majority class 

samples to make the class distribution equal to the minority class. This is done by randomly or strategically 

removing samples from the majority class. The main disadvantage of this method is the loss of data which 

could have been used to train the model. The four methods of this nature considered in this paper are random 

undersampling (RUS), TL [5], edited nearest-neighbor (ENN) [15] and neighbourhood cleaning rule (NCR) 

[16]. Finally, hybrid sampling techniques combine both oversampling and undersampling methods together 

to balance the minority and majority class distribution. Generally, they perform better than both oversampling 

and undersampling as they combine the advantages and limit the disadvantages of both techniques. The four 

methods of this nature considered in this paper are SMOTE-TL [17], SMOTE-ENN [17], SMOTE-RUS and 

SMOTE-NCR [18]. 

Pratama et al. [19] conducted several experiments to show the effect of data-level techniques on 

imbalanced classification and compared several resampling methods including SMOTE, BSMOTE and 

SMOTE-TL to find the best method. They also utilized several machine learning classifiers, like logistic 

regression (LR), k-nearest neighbors (K-NN), classification and regression trees (CART), random forest 

(RF), support vector machine (SVM), and the stacking ensemble method. The results showed that the hybrid 

sampling method, SMOTE-TL worked the best with the RF model, achieving 85.8% accuracy on a 10-fold 

cross-validation and a score of 0.89 Geometric mean, which was the best score among the models. The study 

could be improved by adding more undersampling and hybrid-sampling methods or focusing deeper on 

ensemble learning classifiers. More types of data could have also been added that have been adjusted with 

feature selection methods. 

On the other hand, Buraimoh et al. [20] focused on the importance of dimensionality reduction and 

data-sampling methods to improve the performance of imbalanced models predicting student success. They 

utilized principal component analysis (PCA) for their dimensionality reduction along with comparing ROS, 

RUS, and SMOTE methods with six classifiers. They were SVM, K-NN, CART, gradient boosted tree 

(GBT), multilayer perceptron (MLP), and linear discriminant analysis (LDA). The results showed that 
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SMOTE with PCA was the best preprocessing method along with the SVM classifier as they achieved the 

highest accuracy of 0.93 and a Kappa accuracy of 0.89. 

The other approach to class balancing is through using deep learning synthesizers to generate 

synthetic data that balance the target classes [21]. The two synthesizers used in this paper are Gaussian 

copula and generative adversarial network (GAN). Gaussian copulas are mathematical models used to map 

the marginal distribution of each variable in the given dataset to standard normal distribution. Essentially, 

they create a joint probability for two or more variables while still preserving their marginal distributions. 

The disadvantage of Gaussian copula is that it cannot capture tail dependence within the data distribution. 

Thus, it cannot replicate the real data distribution completely. GANs are a class of deep learning models that 

work by training two neural networks, called the generator and the discriminator. The generator network goal 

is to try and produce new synthetic data comparable to the real data and the discriminator’s goal is to 

evaluate whether the input data is real or synthetic. GANs are typically used in computer vision to arbitrarily 

generate images to do data augmentation and increase the size of their datasets for a better prediction. 

However, researchers have also adapted them into learning from real tabular data and generating synthetic 

data with high fidelity [22], [23].  

In terms of deep learning approaches, most use models to generate synthetic data that can balance 

the classes. However, the most popular use case for these methods are image data and video data. There were 

not many well performing models for text data until a researcher introduced one and improved upon previous 

methods by creating their model called conditional tabular generative adversarial network (CTGAN) [22]. 

They further ensured that the model could generate samples in a novel random manner to address the class 

imbalance issue. The CTGAN model is being continuously improved upon by other researchers, however the 

base model is still relatively suitable for most tasks. Researchers have also experimented with improving 

CTGAN models to create a generative adversarial network modelling inspired from naive Bayes and logistic 

regression’s relationship (GANBLR) [24]. 

Besides GAN, another deep learning (DL) based popular model is variational autoencoder (VAE), 

which [25] proposed. It was an integrated framework that consisted of latent VAE with a deep neural 

network (DNN) to address and alleviate the class imbalance issue and provide early warning for at-risk 

students. VAE has certain advantages as it has a simpler loss function compared to GAN for example. The 

researchers utilized this to train multiple models quickly and got a high result of 80% F1 score. 

 

 
2. METHOD 

In this section, the overall methodology of this paper as shown in Figure 1, is explained. There are 

two separate research flows in the overall methodology, with the main difference being the stage at which the 

class balancing occurs. For data-level resampling, the class balancing occurs immediately after data splitting 

on the train set whereas for the deep learning method, the class balancing occurs after feature selection when 

the synthetic datasets are generated. 

 
2.1.  Dataset 

The student academic dataset is collected from graduated students in the years of 2020 to 2021, 

across different programs from a private university in Malaysia. There are a total of 5,488 students and  

158 features, including demographic and academic performance features. Among the 158 features, 23 are 

categorical, 132 are numerical and 3 are datetime features. Each semester has their own grade point average 

(GPA) and cumulative grade point average (CPGA) and are grouped together in Table 1. 

 
2.2.  Data pre-processing 

The main step in preprocessing the data is handling missing data and removing any irrelevant data. 

In this paper, features with missing data above 80%, are dropped. Some of the columns have overlapping 

information such as 𝐴𝐶𝐴𝐷_𝑃𝐿𝐴𝑁, 𝑇𝑅𝐴𝑁𝑆𝐶𝑅_𝐷𝐸𝐶𝑅, and 𝐴𝐶𝐴𝐷_𝑃𝑅𝑂𝐺_𝐷𝐸𝑆𝐶𝑅. The feature that provides 

the most information is kept and the remaining columns are dropped. All remaining missing values are 

replaced with median for quantitative features and mode for qualitative features. 

 
2.3.  Data splitting 

The dataset is then divided into a train and test set with 70%-30% ratio respectively. The data-level 

class balancing methods are applied only to the train set as the test set must remain unchanged to obtain an 

unbiased estimate of the performance. Subsequent steps besides the data-level methods are applied to both 

sets of data. 
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(a) 

 

 
(b) 

 

Figure 1. Research flows for (a) data-level resampling techniques and (b) deep learning synthetic models 
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Table 1. Features descriptions in the academic dataset 
Name Description 

𝐺𝑂𝑇2 Graduated on time or not 

𝑁𝑒𝑤𝐼𝐷 Unique identifier (ID) for students 

𝐴𝐶𝐴𝐷_𝐶𝐴𝑅𝐸𝐸𝑅 Type of degree the student is taking 

𝑃𝑅𝑂𝐺_𝑆𝑇𝐴𝑇𝑈𝑆 End of program status of student 

𝑃𝑅𝑂𝐺_𝐴𝐶𝑇𝐼𝑂𝑁 End of program action for student 

𝐴𝐷𝑀𝐼𝑇_𝑇𝐸𝑅𝑀 The term when the student is admitted 

𝐵𝐸𝐺𝐼𝑁_𝐷𝑇 Date when student is admitted 

𝐸𝑁𝐷_𝐷𝑇 Date when student is graduated 

𝑆𝑇𝐴𝑇𝑈𝑆_𝐷𝑇 Date when student status is changed 

𝐸𝑋𝑃_𝐺𝑅𝐴𝐷_𝑇𝐸𝑅𝑀 Expected term the student graduates  

𝐶𝐴𝑀𝑃𝑈𝑆 Campus the student belongs to 

𝑆𝐴𝐷_𝐿𝑂𝐴𝐷_𝐷𝐸𝑆𝐶𝑅 Mode of study the student is in 

𝐴𝐶𝐴𝐷_𝑃𝐿𝐴𝑁 Code for the specific study program the student is taking 

𝐴𝐶𝐴𝐷_𝑃𝑅𝑂𝐺_𝐷𝐸𝑆𝐶𝑅 Short form of the study program 

𝑇𝑅𝑁𝑆𝐶𝑅_𝐷𝐸𝑆𝐶𝑅 Long, descriptive form of the study program 

𝐴𝐶𝐴𝐷_𝑂𝑅𝐺 Faculty the student belongs to 

𝐷𝐼𝑆𝐴𝐵𝐼𝐿𝐼𝑇𝑌 Type of disability the student has 

𝑁𝐴𝑇𝐼𝑂𝑁𝐴𝐿𝐼𝑇𝑌 Nationality of the student 

𝑅𝐴𝐶𝐸 Race of the student 

𝑆𝐸𝑋 Sex of the student 

𝑀𝑈𝐸𝑇 Malaysian University English test (MUET) score for the student 

𝐼𝐸𝐿𝑇𝑆 International English language testing system (IELTS) score for the student 

𝐿𝑂𝐴𝑁 Loan belonging to the student 

𝑆𝑃𝑂𝑁𝑆𝑂𝑅 Sponsorship belonging to the student 

𝑆𝐶𝐻𝑂𝐿𝐴𝑅 Scholarship belonging to the student 

𝑇𝑂𝑇_𝐶𝑈𝑀𝑈𝐿𝐴𝑇𝐼𝑉𝐸 Total cumulative credits 

𝑁_𝐹𝐼𝑁𝐴𝐿_𝑅𝑆𝐿𝑇_𝐷𝐸𝑆𝐶𝑅 Description of final program results 

𝑁_𝐻𝑂𝑁𝑂𝑈𝑅_𝐷𝐸𝑆𝐶𝑅 Honors belonging to the student 

𝐶𝑅𝐸𝐷𝐼𝑇𝑅𝐸𝑄𝑈𝐼𝑅𝐸𝐷 Total credits required to graduate 

𝐼𝑁𝐹𝑂1 Sijil Pelajaran Malaysia (SPM) and Sijil Tinggi Persekolahan Malaysia (STPM) grades of student 

𝑃𝑟𝑜𝑔_𝐿𝑒𝑛𝑔𝑡ℎ (𝑇𝑒𝑟𝑚) Number of terms student has done 

𝑇1 𝑡𝑜 𝑇17: 𝐶𝑈𝑅_𝐺𝑃𝐴 Current GPA for the term 

𝑇1 𝑡𝑜 𝑇17: 𝐶𝑈𝑀_𝐺𝑃𝐴 Cumulative GPA (CPGA) for the term 

 

 

2.4.  Data scaling 

For all quantitative features, the data is scaled to ensure no feature dominates the calculation in a 

predictive algorithm. For this paper, a robust scaler is applied as it scales the data to the interquartile range 

which allows the data to be robust to outliers. It is also suitable to handle skewed distributions as it is based 

on percentiles which are less affected by extreme values.  

 

2.5.  Category encoding 

For this paper, a label encoder has been used to convert the categorical target feature into numerical. 

Ordinal encoder has been used to convert those ordinal categorical variables and those variables with only 

two unique values. For the remining nominal variables, it is decided to use M-estimate encoder, as seen in 

[26]. The M-estimate or M-probability estimate encoder is generally used when the cardinality of features is 

high. It uses the target variable to encode the nominal features and uses a regularization variable to control 

the target leakage and reduce the overfitting. OneHotEncoder cannot be used as it causes the features to 

greatly increase in number. Examples for the mapping have been provided in Table 2. As there is a certain 

amount of randomness present in the M-estimate encoder, the mapping for the encoder cannot be clearly 

seen, which is a disadvantage of this method. 
 

 

Table 2. Before and after category encoding 
Name Before encoding After encoding 

Label encoding {NO GPA, PASS, PROBATION, TERMINATED, TERMINATED – REINSTATED} {0, 1, 2, 3, 4} 

Ordinal encoding {N. Y} {0, 1} 

 

 

2.6.  Feature selection 

In this paper, recursive feature elimination (RFE), utilizing the LightGBM model is used to select 

the most important features from the dataset. RFE is widely used as one of the best feature selection methods 

and works by searching for the best subset of features by starting with all features in the training dataset and 

successfully removing the features until the desired number is reached. The reason why RFE was chosen is 

because it starts with all features and removes the less relevant ones, which helps conserve the most amount 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 1, February 2025: 741-754 

746 

of data. The LightGBM model was selected because it provides generally good performance and is memory 

efficient [27], which helps when multiple models are being run in RFE. They identified 43 features as 

providing the best performance in terms of F1 score. Beyond 43 features, the performance does not increase 

substantially, as can be seen in Figure 2. 

 

 

 
 

Figure 2. Comparing mean test accuracy of models against number of selected features in the models 

 

 

2.7.  Class balancing 

When the chosen target feature, “𝑁_𝐹𝐼𝑁𝐴𝐿_𝑅𝑆𝐿𝑇_𝐷𝐸𝑆𝐶𝑅” otherwise known as the final status of the 

program is examined, a clear class imbalance can be seen. There is a significant amount of class imbalance 

present in this dataset as can be seen in Table 3 and Figure 3. The majority class, “𝑃𝐴𝑆𝑆” occupies around 66% 

of all values whereas the minority class, “𝑇𝐸𝑅𝑀𝐼𝑁𝐴𝑇𝐸𝐷 − 𝑅𝐸𝐼𝑁𝑆𝑇𝐴𝑇𝐸𝐷” does not occupy even 1%. 

 

 

Table 3. Distribution of classes in target feature 
Original variable Encoded variable Count Percentage (%) 

NO GPA 0 929 17.33 

PASS 1 3576 66.72 

PROBATION 2 551 10.28 

TERMINATED 3 273 5.09 

TERMINATED – REINSTATED 4 31 0.58 

 

 

 
 

Figure 3. Visualization of class imbalance in target feature 

 

 

The amount of class imbalance can be calculated using the imbalance ratio (IR) formula which is 

given in (1). For multiclass classification, the IR are samples from the greatest majority class over the lowest 
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minority class, which in this case is 3576/31=115.35. When the dataset is split into train and test dataset, 

stratified splitting is used to ensure the same class distribution is present in both datasets. In (1), 𝑁𝑚𝑎𝑗 refers to 

the number of samples in the majority class and 𝑁𝑚𝑖𝑛 refers to the number of samples in the minority class. 

 

𝐼𝑅 =
𝑁𝑚𝑎𝑗

𝑁𝑚𝑖𝑛
 (1) 

 

2.8.  Performance metrics 

To evaluate the models and choose the optimal one, certain metrices need to be chosen to compare 

the results. In this paper, common metrics from the machine learning field that are suited for imbalanced 

multiclass classification problems, have been chosen. These include threshold metrics such as precision, 

recall and F1 score. Precision score is a metric that calculates the ratio of true positive predicted to the 

amount of total positive included in the model. Recall score also known as true positive rate refers to the ratio 

of true positive predicted to the number of actual positive included in the model. F1 score can show the true 

model performance as it is calculated using harmonic means of both precision and recall for each class. This 

score shows poor results if the model is simply predicting the majority class. As this is a multiclass 

classification problem, the average for each metric is calculated using macro-average as it treats each class 

equally and if one class performs poorly the overall result becomes poor. This is useful for imbalanced 

datasets as it ensures that each class equally contributes to the result. Besides these, the ROC area under the 

curve (AUC) score is also included as it is not biased towards the majority or minority classes, which makes 

it useful in imbalanced classification. It calculates the trade-off between the true positive rate and false 

positive rates for a model. Again, as this is a multiclass classification, the ROC AUC score uses the one vs 

rest scheme which compares each class against all others together and averages the results.  

 

2.9.  Application of class balancing methods 

In this Subsection, each of the class balancing methods are briefly explained, and their effect of the 

method on the dataset is shown in Tables 4 to Table 7. The different ways each method approaches class 

balancing and to what extent they consider classes as balanced can be seen as well. Each class balancing 

method has then been evaluated using a LightGBM classifier in section 3. 

 

2.9.1. Oversampling techniques 

Within the oversampling techniques, the simplest is ROS, where random samples among all classes 

besides the majority class are duplicated until the final amount from each class is equal to the majority class. 

In this paper, among the 5 target classes in the real dataset, ‘0’ has 60, ‘1’ has 2,503, ‘2’ has 386, ‘3’ has 191 

and ‘4’ has 22, ROS causes all classes to have 2,503 samples, as can be seen in Table 4. SMOTE is more 

complex than ROS as it generates synthetic samples of the minority class by considering the linear 

combinations of existing minority class neighbors. By default, it generates samples equal in number to the 

majority class. Thus, in this paper, samples from all other classes increase to 2,503. 

BSMOTE improves upon the SMOTE algorithm by selecting the minority class samples on the 

border of the line of best fit. These are then used to synthesize new samples which helps improve the sample 

category distribution. For this paper, the number of samples from each class increases to 2,503. The same as 

the majority class samples. ADASYN is also an oversampling method that generates synthetic samples, but 

the difference between it and SMOTE is that ADASYN focuses on minority samples that are difficult to 

classify correctly, rather than oversampling all minority samples uniformly. It assigns weight to each 

minority instance based on its difficulty. For this paper, ‘0’ increased from 650 to 2,500 samples, ‘1’ 

remained the same at 2,503 samples, ‘2’ increased from 386 to 2,488 samples, ‘3’ increased from 191 to 

2,511 samples and ‘4’ increased from 22 to 2,507 samples, as seen in Table 4. 

 

 

Table 4. Distribution of class after oversampling  
Encoded variable Imbalanced ROS SMOTE BSMOTE ADASYN 

0 650 2503 2503 2503 2500 

1 2503 2503 2503 2503 2503 

2 386 2503 2503 2503 2488 

3 191 2503 2503 2503 2511 

4 22 2503 2503 2503 2507 

 

 

2.9.2. Undersampling techniques 

For undersampling techniques, like ROS, RUS is the simplest technique that randomly removes 

samples from all other classes besides the minority class until the number of samples is equal to the minority 
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class samples. For this paper, as the minority class is ‘4’ with 22 samples, samples from all other classes are 

removed until there is 22 for each class. TL is an undersampling technique focused on removing those noisy 

instances that are on the border of the classification line. This is done by finding pairs of very close instances 

that belong to different classes. These pairs are known as Tomek links and removing the majority class 

instances of each pair increases the space between the classes which improves the classification process as 

the noisy and borderline instances are removed. In this paper, the ‘0’ class decreased from 650 to 605 

samples, ‘1’ decreased from 2,503 to 2,449, ‘2’ decreased from 386 to 355, ‘3’ decreased from 191 to 180 

and ‘4’ remained the same at 22 samples, as seen in Table 5. 

ENN is another method for eliminating noisy samples from classes other than the minority class. For 

every sample, ENN calculates its nearest neighbours ‘by default, three’, if the sample was not from the 

minority class and is misclassified by its neighbours, it is removed. If the sample was from a minority class 

however, and is misclassified by its neighbours, then the neighbour instances not from the minority class are 

removed. For this paper, ‘0’ decreased from 650 to 396 samples, ‘1’ decreased from 2,503 to 2,105, ‘2’ 

decreased from 386 to 173, ‘3’ decreased from 191 to 94 and ‘4’ remained the same at 22 samples. 

Meanwhile, NCR is an improvement to ENN as it focuses less on improving the class distribution and more on 

increasing the unambiguity of the samples that are retained in all the classes expect the minority class. NCR 

works by first selecting and removing all noisy samples in a similar manner to ENN. Then the number of 

samples for all classes expect the minority class that are misclassified are removed, but only if the number of 

samples in those classes is larger than half the samples in the minority class. The NCR method changed the 

class distribution in the following manner: ‘0’ decreased from 650 to 493 samples, ‘1’ decreased from 2,503 to 

2,357, ‘2’ decreased from 386 to 247, ‘3’ decreased from 191 to 142 and ‘4’ remained the same at 22 samples. 

 

 

Table 5. Distribution of class after undersampling  
Encoded variable Imbalanced RUS TL ENN NCR 

0 650 22 605 396 493 

1 2503 22 2449 2105 2357 

2 386 22 355 173 247 

3 191 22 180 94 142 

4 22 22 22 22 22 

 

 

2.9.3. Hybrid sampling techniques 

Hybrid sampling mostly consists of combining both oversampling and undersampling techniques 

together. Since SMOTE is so popular [28], it is widely used in combination with other undersampling 

methods. SMOTE-RUS is one such method, where SMOTE and RUS are combined by first generating 

synthetic samples for the minority class and then eliminating samples from classes other than the minority 

class. According to [4], who first implemented SMOTE, the best performing method was when SMOTE was 

combined with RUS and not just when using SMOTE alone. For this paper, samples from all classes were 

equal to the majority class after SMOTE-RUS was applied. Like SMOTE-RUS, SMOTE-TL first performs 

oversampling on the minority class using SMOTE and then undersampling using Tomek Links. However, 

there are some slight differences in the class distribution after the method was applied when compared to 

SMOTE-RUS, due to RUS being a more simple and naïve method than TL. The class distribution was 

changed as follows: ‘0’ increased from 650 to 2,501, ‘1’ decreased from 2,503 to 2,501, ‘2’ increased from 

386 to 2,503, ‘3’ increased from 191 to 2,503 and ‘4’ increased from 22 to 2,503 samples. 

A similar pattern to SMOTE-TL occurs when SMOTE-ENN is applied to the dataset, albeit with 

more differences in class distribution when compared to SMOTE-RUS. This is observed in Table 6 as class 

‘0’ samples increased from 650 to 2,405, ‘1’ decreased from 2,503 to 1,990, ‘2’ increased from 386 to 2,476, 

‘3’ increased from 191 to 2,500 and ‘4’ increased from 22 to 2,503 samples. Whereas after SMOTE-NCR 

was applied ‘0’ increased from 650 to 2,503 samples, ‘1’ decreased from 2,503 to 2,158, ‘2’ increased from 

386 to 2,495, ‘3’ increased from 191 to 2,501 and ‘4’ increased from 22 to 2,503 samples. SMOTE-NCT is 

also used commonly in network intrusion detection [18]. 

 

 

Table 6. Distribution of class after hybrid sampling  
Encoded variable Imbalanced SMOTE-RUS SMOTE-TL SMOTE-ENN SMOTE-NCR 

0 650 2503 2501 2405 2503 

1 2503 2503 2501 1990 2158 

2 386 2503 2503 2476 2495 

3 191 2503 2503 2500 2501 

4 22 22 2503 2503 2503 
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2.9.4. Deep learning synthesizers 

The class distribution for the Gaussian copula generated dataset is not similar to the real dataset, as 

seen in Table 7. The minority class was changed from ‘4’ to ‘3’, but the result was a balanced distribution. 

On the other hand, for the CTGAN dataset, the synthetic data distribution follows the real dataset more than 

Gaussian copula. There was no change in the minority class but the overall class distribution for the synthetic 

data is more balanced than the real dataset. 

 

 

Table 7. Distribution of class after deep learning synthesizers 
Encoded variable Imbalanced Gaussian copula CTGAN 

0 650 662 527 

1 2503 2758 2081 

2 386 176 678 

3 191 60 406 

4 22 96 60 

 

 

Figure 4 shows the differences in data distribution between Gaussian copula and CTGAN for one 

column which is the semester 9 CGPA (T9: 𝐶𝑈𝑀_𝐺𝑃𝐴). This column was chosen as it is the final semester 

grades for certain programs, and any useful information gleaned can be used in future works. The Gaussian 

copula chart shows that the synthetic data distribution does not follow the peaks and throughs of the real data 

distribution whereas the one made from CTGAN does. This informs that for this column, the Gaussian 

copula dataset does not follow the real data distribution as accurately as the CTGAN dataset. 

 

 

 
(a) 

 
(b) 

 

Figure 4. Comparing distribution of semester 9 CGPA between real dataset and (a) Gaussian copula and  

(b) CTGAN 
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3. RESULTS AND DISCUSSION 

This section analyses the results of the comparison between the different types of class balancing 

methods. The evaluation is done in two steps. The first is by evaluating the dataset after class balancing 

methods have been applied using the popular classifier LightGBM [27]. LightGBM was chosen due to it 

being a histogram-based gradient boosting algorithm which leads to lower memory, faster training time and 

accuracy. It is generally much faster than other machine learning algorithms. The results from evaluating the 

dataset after different class balancing methods were applied are recorded in Table 8. The second step is 

evaluating only the synthetic datasets generated by the deep learning synthesizers using tabular data scores 

such as data quality, data coverage, column shapes score, and column pair trends score. 

 

3.1.  Evaluation of class balancing methods 

Whether regarding the F1 score or the ROC AUC score, all metrics for both Gaussian copula and 

CTGAN are low. This could be due to the low amount of student data in the original dataset, as it contains 

only approximately 5,000 rows, which may not be enough to generate a good quality synthetic dataset using 

deep learning models. When datasets become very large, the deep learning models has been shown to achieve 

competitive performance for other researchers [9], [29], [30]. The F1 score was around 0.25 for Gaussian 

copula and 0.29 for CTGAN. 

Oversampling and hybrid sampling generally perform better than undersampling [31]–[33]. 

However, there are some cases where undersampling performs better than other techniques [7], [34]. These 

cases depend on a variety of factors, such as the size of the dataset, the type of predictive model used, the 

domain, the performance metrics, and so on. In this paper as well, TL and NCR from undersampling 

techniques outperformed the others. The reason they outperformed could be when those methods are used, all 

the noisy or ambiguous samples are removed, which allows the classifiers to better separate the individual 

classes. This is especially important for multiclass classification problems. 

That said, not all undersampling techniques performed as well as Tomek link and NCR. Excluding 

the deep learning synthesizer results, the next worst result was from RUS, with an F1 score of 50%. This can 

be explained as RUS randomly eliminates large amounts of samples such that the number of samples in all 

classes becomes equal to the minority class samples which is 22. Reducing the number of samples from 

3,652 samples to just 22 samples also lead to the loss of large amounts of information for the classifier, 

which may be the reason it performed so badly. 

 

 

Table 8. Comparison of class balancing methods using LightGBM classifier 
Class balancing approaches Class balancing methods Precision Recall F1 ROC 

Imbalanced Baseline 0.72 0.68 0.70 0.97 

Oversampling ROS 0.66 0.72 0.69 0.97 

 SMOTE 0.67 0.72 0.69 0.97 

 BSMOTE 0.67 0.72 0.69 0.95 

 ADASYN 0.66 0.72 0.68 0.95 

Undersampling RUS 0.51 0.63 0.50 0.85 

 TL 0.81 0.69 0.72 0.97 

 ENN 0.76 0.65 0.68 0.96 

 NCR 0.77 0.67 0.71 0.95 

Hybrid sampling SMOTE-RUS 0.67 0.72 0.69 0.97 

 SMOTE-TL 0.67 0.71 0.69 0.96 

 SMOTE-ENN 0.63 0.7 0.66 0.95 

 SMOTE-NCR 0.65 0.71 0.67 0.96 

Synthesizers Gaussian copula 0.35 0.29 0.25 0.84 

 CTGAN 0.31 0.31 0.29 0.75 

 

 

3.2.  Evaluation of synthetic datasets 

The synthesizers and the evaluation metrics used in this paper were from a package called synthetic 

data vault (SDV) [35]. Typically evaluating synthetic datasets can be done by inputting them into a classifier 

and comparing the results. However, they can also be evaluated based on their dataset structure including 

their data quality, column shapes, column pair trends and data coverage. 

Data quality refers to the overall structure of synthetic data. It measures how closely the synthetic 

data matches with the real data. Data coverage refers to how much does the synthetic data follows the data 

distributions of the real data. It checks whether the synthetic data covers the real data’s value range. Column 

shapes score refers to how closely each column of the synthetic data follows the real data and describes the 

overall column distribution change. The end score was calculated using the overall average for each column 

shape score. Similarly, the column pair trends score calculates how column pairs vary in relation to each 
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other. The data quality is calculated as the overall aggregation of the column shape score and the column pair 

trends score.  

The overall quality of the dataset is the same for Gaussian copula and CTGAN models as seen in 

Table 9. The CTGAN model has better data coverage and better column pair trend score than Gaussian 

copula, likely due to being a more complicated and time intensive model compared to copula. This gave it 

more time to closely follow the shape of real data distribution and replicate the value ranges for the columns. 

Gaussian copula losses in column shapes but is better at replicating the relationship between columns in the 

real dataset than CTGAN.  
 

 

Table 9. Comparison of synthetic dataset generated by deep learning models 
Measure Gaussian copula CTGAN 

Data quality 0.82 0.82 

Column shapes 0.77 0.83 

Column pair trends 0.87 0.83 

Data coverage 0.96 0.99 

 

 

4. CONCLUSION 

In conclusion, from the comparison of class balancing methods, it is observed that data-level 

sampling approaches perform much better than deep learning approaches. Tomek link and NCR methods 

from undersampling outperformed all other methods from oversampling and hybrid sampling, achieving an 

F1 score of 0.72 and 0.71. When comparing the quality of the synthetic datasets, it is observed that both 

synthesizers have the same overall data quality with CTGAN having better data coverage and higher column 

shape score and Gaussian copula having the better column pair trends score.  

There are some limitations for this paper, which includes limiting the scope to data-level techniques 

against deep learning synthesizers. Adding methods from the algorithm-level and embedded level techniques 

for an updated comparison can be done as a future work. In addition, the educational dataset used was still 

relatively small for deep learning purposes which may have led to poor performance. Thus, focusing on 

gathering more data is critical. In addition, there can be more deep learning synthesizers to investigate for 

future work in class balancing, as this sub-field is still relatively new. 
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