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 A wireless sensor network comprises of distributed independent devices, 

called sensors that monitor the physical conditions of the environment for 

various applications, such as tracking and observing environmental changes. 

Sensors have the ability to detect information, process it, and forward it to 

neighboring sensor nodes. Wireless sensor networks are facing many issues 

in terms of scalability, which necessitates numerous nodes and network 

range. The route chosen between the source node and the destination node 

with the shortest distance determines how well the network performs. In this 

paper, evolutionary algorithm based shortest path selection provides high 

end accessibility of path nodes for data transmission among source and 

destination. It employs the best fitness function methodology, which 

involves the replication of input, mutation, crossover, and mutation methods, 

to produce efficient outcomes that align with the best fitness function, 

thereby determining the shortest path. This is a probabilistic technique that 

receives input from learning models and provides the best results. The 

execution results are presented well compared with earlier methodologies in 

terms of path cost, function values, throughput, packet delivery ratio, and 

computation time.  
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1. INTRODUCTION 

In wireless sensor network (WSN), the system is managed by nodes that have built in central 

processing units (CPUs). These nodes establish connections with each other, the base station, and the internet 

[1]. The base station (BS) is responsible for gathering, analyzing, and delivering data to the end user for 

decision-making, while the nodes handle sensing, data processing, and transmission. A WSN is a transient 

network made up of a group of wireless sensor nodes that may be anywhere necessary with previous 

centralized or infrastructure nodes [2]. We now use them to observe environmental events, human activity, 

and natural calamities [3]. WSN’s known for its dynamic nature and mobility. Hence, the secure dispatch of 

data requires a lot of energy. The real investigation of mobile nodes lies in their limited battery life. Every 

node in the network has a permanent communication range; therefore, a starting node requires the help of 

intermediate nodes along the way to an ending node. In the WSN, protocols utilizing cluster-based 

communication play a critical role in decreasing energy utilization [4]. 

https://creativecommons.org/licenses/by-sa/4.0/
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To reduce latency and increase throughput when running real-time applications on mobile ad hoc 

networks, this study has proposed a route stability-based multi-path quality-of-service (QoS) routing protocol 

for a reduction in latency and an increase in throughput when running real time networks. The author has 

integrated hop-by-hop admission control and resource reservation techniques into a path discovery procedure 

[5]. Most clustering techniques organize nodes into groups. Each cluster selects a cluster head (CH) based on 

the energy between the cluster's former nodes within a specific time frame. CH gathers data from cluster nodes 

and sends it either directly to the sink node or via CH to different clusters in the network [6]. In the past, there 

have been several routing protocols discussed in relation to WSN security and energy efficiency. In any case, it 

is crucial to provide a superior resolution for security and energy efficiency in WSN, given that military workers 

operating in accessible areas need additional energy for safe communication [7]. The following related work 

area examines the variety of protection concerns and their value: attacks such as Sybil and Sinkhole suspend the 

regular nodes in the route and destroy the data for the duration of the broadcast process, reducing the network's 

throughput [8]. Recent years have witnessed the emergence of several key pre-distribution methods, which have 

established common keys essential for symmetric cryptosystems, adding significant interest to symmetric 

cryptography, energy effectiveness and throughput has been seen each with the confirmation of bounces based 

brief method determination [9]. One unique advantage of WSN is that it makes it possible to continuously 

monitor and supervise industrial operations, which increases efficiency, effectiveness, and safety. WSNs are 

useful for energy optimization and routing strategies that help the environment while saving money. We should 

develop an efficient routing protocol solution for WSNs to balance power usage and prevent access, data 

manipulation, and disclosures by malicious nodes on the network [10]. The recommended method offers 

benefits like enhanced dependability, reduced power usage, and better security. Secure routing protocols can 

prevent unauthorized users from connecting to the network and protect sensitive data from attacks. The protocol 

can improve system reliability by reducing the possibility of network congestion and packet loss, as well as by 

using less energy, which increases system life and lowers operating costs [11].  

The most important contribution of this paper is evolutionary algorithm based shortest path selection 

in WSN. Each Sensor node’s routing is created by the evolutionary algorithm (EA), which then finds a group 

of neighbor nodes. Because of its functionality, EA creates products of higher quality than other existing 

algorithms. Increase in throughput and energy efficiency was enabled with the evaluation done by this optimal 

node based shortest path identification for every pair of hops along the path from source to destination. This 

method contributes to the network’s maximum stability by reducing delay and energy usage [12].  

In study [13], an efficient meta-heuristic in the form of a genetic algorithm is discussed, that 

overcomes a number of faults of previous meta-heuristics, along with an accurate method for calculating the 

fitness function. Jain et al. [14] conducted an investigation into energy management from the perspective of 

wireless sensor networks. In study [15], the energy-aware routing (EAR) protocol estimates the connection 

quality of sensor nodes, aiming to cut down on energy consumption and choose a preferred next hop. In study 

[16], the effectiveness is quantified for dynamic scaling and modulation scheme. Each node in [17] energy 

efficient wireless sensor network has only the ability to transmit directly as strict restricted number of the nodes. 

The limited transmission range is implied by the scarce resources for getting the traffic requires routing utilizing 

intermediary nodes, forming a multi-hop route for getting the data to its final location when the nodes are 

designed properly. This study presents a novel error aware data clustering algorithm at the cluster heads in [18] 

for a decrease in data inside a network. A routing method based on energy awareness and throughput, known as 

the greedy forwarding technique strategy, has been provided in this study [19], [20]. It offers both packet loss 

and end to end packet delivery. This paper presents a novel approach in [21] benefits WSN applications by 

offering appropriate management at a reasonable cost in the absence of cross channel traffic. As wireless sensor 

networks gain reputation, the focus of the researchers is on a variety of challenging concern that considerably 

lower total concert, such as energy hole improvement and connection asymmetry minimization. Swarm 

intelligence is a technique used in [22] for identification eavesdroppers in the location of setting of agent-based 

technique. Artificial bee colony attack identification can help recognition of the difference between the 

eavesdropper and the node IDs listed in the rule set [23]. Dhamodharan et al. [24] analyses have recently 

presented research on intrusion detection systems (IDS) in WSNs, providing through categorization of various 

IDS approaches based on the detection methods used by them. Dhamodharan et al. [25] created a mixed integer 

programming (MIP) structure to identify how the reverse path hop length affects the WSN period and to 

perform wide numerical analysis to improve the impact on the WSN life time. 

 

 

2. METHOD  

This study presents the, best optimal path for transmission of data in a predetermined network with a 

careful selection of the best optimal path in terms of distance, trust values and energy. The preceding sections 

have explained. The proposed network model is illustrated in Figure 1. 
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Figure 1. Proposed network model for shortest path 

 

 

2.1.  Network assumptions 

The network is depicted as network representationG standing for as a graph G(V, E), were 

 

 𝑉 = {𝑁𝑜𝑑𝑒1, 𝑁𝑜𝑑𝑒2, … , 𝑁𝑜𝑑𝑒𝑁} (1) 

 

 𝐸 = 𝐺𝐼𝑋𝑦 = 𝐿𝑖𝑛𝑘(𝑛𝑜𝑑𝑒𝑥, 𝑛𝑜𝑑𝑒𝑦)∀𝑥, 𝑦 ∈ 𝑉. (2) 

 

The network utilized in this study has definite characteristics, whose ideals are described below for a clear 

realization of the anticipated methods. 

˗ 𝜂 : the network has the form 𝜂 = 𝑅 × 𝑊 

˗ 𝑅 : the size of the network 𝜂 

˗ 𝑊 : the network height 𝜂 

˗ 𝑁 : stands for the overall numerous of nodes presented in the network 𝜂. 

˗ 𝐸 : quantity of edges/edges 

˗ 𝜂 = [𝐶𝑥𝑦] : is the price of weight matrix 

˗ The source node and destination node are denoted by 𝑆, 𝐷  

˗ (𝐸𝐴𝑥𝑦) is used to represent the link. 

˗ 𝐸𝐴𝑥𝑦 = {
1,   if link exists
0,                   else

 

˗ (𝑋𝑖, 𝑌𝑖) : position index for every node-𝑖 
˗ 𝐼𝑇𝑉 : every node initially 𝑖’s trust value is considered to be 100. // Trust value 

˗ 𝑀 : the overall number of routes best feasible from 𝑆1 to 𝐷1 

˗ 𝐾 : numerous of best shortest path from 𝑆1 to 𝐷1  

˗ 𝐷𝑖𝑠𝑡 − 1 : raw distance from 𝑆1 to 𝐷1  

˗ {ℎ1, ℎ2, … , ℎ𝑚} : intermediately nodes among 𝑆1 and 𝐷1 

The existence of the initial node 𝑆 and the final destination node 𝐷 is also known. Each node is given a 

starting energy value (IE) of 100. Node I use m joules of energy for transport of each data packet from IE. 

For getting the data packet, Node I use l joules of energy from IE. Each node makes periodical changes in its 

state, including alive, sleep, wake up, 𝑇𝑥, 𝑅𝑥 and idle. 

 

2.2.  Network model  

Consider the Figure 1 the network model, which creates a multi hop network illustration of links and 

nodes known as edges. Every node in the network is connected to the other nodes by a cost matrix. 

Facilitating from the originating node, in-between nodes and ending node has a cost weighted value. The 

Evolutionary algorithm that creates a connection between the nodes is referred to as 𝐸𝐴(𝑥𝑦). When 

connections among the nodes live, the cost is retrieved; otherwise, no link is supplied. The EA matrix is a 

diagonal zero matrix, which the link considers as 1 and 0. Chromosomes and the fitness function, an 

evolutionary illustration, make up the evolutionary algorithm. Here, 50 links and 25 nodes are measured with 

25 chromosomes and 50 links arbitrarily hit the algorithm to offer the subsequent cost matrix. 
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a. The steps involved 

− Select the type of encoding 

− Choose population size 

− Randomly choose initial population 

− Select partial chromosomes 

− Crossover and mutation 

− Off spring 

− Recombination 

Based on the present possessions related to the probabilistic model the best solution is obtained. The 

selection property will examine the fundamental based on fitness. This will cause offspring to appear in 

Table 1 for reproduction, a higher fitness value is regularly measured. Cross over research relevant approach 

among the sets taken in to consideration. If more than one attribute contributes to the frequent character, then 

the attribute will be tested for crossover property and taken into consideration. 

 

 

Table 1. Crossover 
Node N5 Node N12 Offspring Offspring 

00101 01100   

  Node N4 Node13 

Crossover random generation 00100 01101 

 

 

Every node in a measured network organize figure is randomly positioned, and the dynamic 

optimum path is examined using the current methodology. The algorithm generates both the worst and best 

outcomes in each cycle with the poorest results being discarded. Every round of algorithm provides the entire 

worst and best results, the worst results is called off. The most excellent ones for each node element 

examined in Table 2 is now applied to a random sample of nodes. 

 

 

Table 2. Cost estimation 
Node 1 3 4 8 9 12 17 18 22 25 

BCE 00001 00011 00100 01000 01001 01100 10001 10010 10110 11001 
Cost  24 21 43 45 38 36 85 15 23 

 

 

b. Fitness function  

An evolutionary illustration technique utilized to acquire the objective function with arbitrary 

variables of numerals. Based on these persons are calculate and agreed for optimization. Below is a 

representation of the optimal fitness function used for estimate, best fitness function. 

 

𝐹 =  
𝟏

∑ 
𝒊
(

𝒊
,

𝒊+𝟏
)𝑵−𝟏

𝒊=𝟏

  (3) 

 

At first, there is no legitimate flow. In the following iterative creation along with objective functions, where 

𝑖 stands for arbitrary creation numbers. 

 

𝑄(𝑆 ∙  𝑔)  =  𝑂 (𝑠)  +  𝑃𝑖  (4) 

 

where 𝑂(𝑠) is objective function and 𝑃𝑖  is penalty. This is the main step while primary population is created. 

 

2.3.  Generalizing decision model 

The fundamentals of an objective function are designed to optimize for the best possible. The 

optimization itself has characteristics like mutation and cross over in the selection roulette wheel. The nodes 

in this network, which are distributed at random, are regarded as a population. The goal function is actualized 

to provide assessed route finding in light of the heuristic models. It will go through N iterations until either 

the route is found or every conceivable input is linked to the probabilistic approach, whichever comes first. 

Based on the random input, every creative outcome the best result in Figure 2. Illustrates how the worst 

options are eliminated from consideration while the greatest outcome is simplified and widely accepted.  
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Assume that the first-generation candidate solution for node N5 is represented as 00101 and node N12 

can be represented as 01100. The probabilistic models receive information from each generation that has 

been born in order to provide the result. Here after the offspring, it was N5 is converted in to N4 represented as 

00100 and N12 has N13 represented as 01101 the crossover detail is depicted in Table 1. 

The chromosomal output is adjusted when considering the path after random generation, where the 

beginning population is taken into account with a minor value of 1 to an utmost value of 25. Mutation limits 

the solutions that are setting for local optimal. The BCD value of node 1 is considered as 00001, node 3 as 

00011 and cost weight is 24 like that for node 25 the cost weight is 23 that is displayed in Table 2. 

Theorem-1: Let 𝐺 represent the position of generations. If generation 𝐺’ depends on {𝐺} in such a way that 

every node in 𝐺 states ‘γ’ then we can decompose in 𝐺, such |γ| ≥ 𝐺’, we can split ‘γ′ into: 

 

a. γ ≠ 𝑁𝑢𝑙𝑙 𝑛𝑜𝑑𝑒 (𝑜𝑟)|γ| > 0 (or) |γ| ≥ 1. 

b. |αβ| ≤ 𝐺’ 

c. Total 𝑗 ≥ 0, the network node αβz
j
 

 

where, 𝛼 and 𝛽 represent the nodes in the network, 𝑧 is the best path between 𝑗 possible routes among α and 

β. The cost matrix that was taken into account for the population. Each node in the network has a weight  

that connects it to the other nodes. Every node uniqueness is run through the fitness function technique for 

each point to get an accurate estimation. The size 𝐿 probability vector is specified as,Pi ⇒ Prob(Pi, L),  

win =  
1

Le
 and Lose =  

1

LP
. The solution is presented in Table 3, which is compact genetic algorithm. From 

Table 3 based on random generation the actual count value having zero are eliminated (i.e.) string 1 to string 

5 are having zero value. After eliminating the string, we go for cross over mutation by electing the highest 

string value (i.e.) 3 strings no 10. This is presented in Table 4. 

 

 

 
 

Figure 2. Evolutionary algorithm for refining individuals 

 

 

Table 3. Step 1 calculation of evolutionary algorithm 
String No Position x Binary node value F(x)=x2 Probability count Expected count Actual count 

1 1 00001 1 0.0004 0.004 0 

2 3 00011 9 0.0044 0.044 0 

3 4 00100 16 0.0078 0.079 0 
4 8 01000 64 0.0314 0.314 0 

5 9 01001 81 0.0397 0.398 0 
6 12 01100 144 0.0706 0.707 1 

7 17 10001 289 0.1418 1.419 1 

8 18 10010 324 0.159 1.591 2 
9 22 10110 484 0.238 2.376 2 

10 25 11001 625 0.307 3.070 3 

  Total 2037 1.0001 10.00  
  AVG 203.7    

 

 

The marginal distribution of the set being examined for distribution in the previous table is given as 

follows, N ∑ entropy (Mi)k . Where, Mi is the marginal distribution of the 𝑘𝑡ℎ subset of genes. Entropy =
Randomness of distribution ∑ Pi log2 Pi based on this from these six values we are eliminating the string 

count after that we can get the expected count. 
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Table 4. Step 2 calculation of evolutionary algorithm 
String NO Position X Random cross over F(x)=x2 Probability count Expected count Actual count 

1 24 11000 576 0.222 1.33 1 
2 13 01101 169 0.065 0.390 0 

3 25 11001 625 0.241 1.444 1 

4 17 10001 289 0.111 0.668 1 
5 24 11000 576 0.222 1.33 1 

6 19 10011 361 0.139 0.834 1 

   2596 1 5.996  
   432.7    

 

 

3. RESULTS AND DISCUSSION  

The shortest path algorithm clearly demonstrates using 25 nodes and 50 links are taken into account. 

The implementation is carried out using a NS2 and the results are comparing with previous shortest path 

methods with proposed evolutionary algorithm and parameters used. Numerous of creations measured now is 

50 utmost and single estimates comprise every node in all illustration is shown in Figure 3. Table 5 compares 

individual generation cost and route cost. Results are compared against the vector size’s winning probability. 

The computing time is the amount of time required for each data transfer after path investigation. The 

Proposed method is compared with existing method 25 nodes are taken into consideration. Each iteration of 

the route discovery process is tested for fewer than 50 generations, with a direct link between 25 nodes 50 

edges. The two ways for finding the best and worst path are compared and it is discovered that the compact 

Evolutionary algorithm approach produces the best result. Figures 3 and 4 show the comparison of 

computational time. For 5 nodes, the time taken to process the data in Dijkstra’s algorithm can take 6 ms, in 

the genetic algorithm, it can take 5 ms; and in the proposed evolutionary algorithm, it can take 2 ms. 

likewise, we can compare with 10, 15, 20, and 25 nodes. The computational time for 25 nodes was 10 ms in 

the proposed method, whereas existing methods it takes 19 and 25 ms, respectively. In Figure 4, the 

computational time for 50 nodes was 15 ms in the proposed method, whereas in the existing method, can take 

22 and 18 ms. For 250 nodes, the evolutionary algorithm can take 36 ms, a significantly shorter time than 

existing methods 48 and 42 ms. The graph below illustrates the comparison of route failures. 

 

 

Table 5. Best fitness algorithm for discovery of best path 
Route Best fitness value Best path 

Path-1 0.1095 1-3-4-8-9-12- 17-18-22-25 

Path-2 0.7969 1-5-6-11-10-14-19-20-21-22-18-25 

Path-3 0.1636 1-2-6-10-11-7-8-9-12-17-18-22-25 

 

 

  
 

Figure 3. Comparison of computational time with 

proposed methods using 25 nodes 

 

Figure 4. Comparison of computational time with 

proposed methods using 250 nodes 

 

 

In Figure 4, the computational time for 50 nodes was 15 ms in the proposed method, whereas in the 

existing method, can take 22 and 18 ms. For 250 nodes, the evolutionary algorithm can take 36 ms, a 
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significantly shorter time than existing methods 48 and 42 ms. The graph below illustrates the comparison of 

route failures. in Figures 5 and 6. For 5 nodes, the existing method can take 2%, and 1%, and the proposed 

evolutionary algorithm can take 0%. Likewise, we can compare with 10, 15, 20, and 25 nodes. 

 

 

  
 

Figure 5. Comparison of route failure ratio with 

proposed methods using 25 nodes 

 

Figure 6. Comparison of route failure ratio with 

proposed methods using 250 nodes 

 

 

Compared to existing methods, the route failure rate for 25 nodes was significantly lower as shown 

in Figure 5. The computational time for 25 nodes was 3%, whereas with existing methods can take 5 % and 

6%, respectively. In Figure 6, the route failure for 50 nodes was 4% in the proposed method, compared to 

existing methods, it was less. The proposed methods had a route failure rate of 4% for 50 nodes, compared to 

8% for existing methods can take 6%. Likewise, for 250 nodes, the route failure is 16%; for 250 nodes, it was 

significantly shorter than existing methods can take 25% and 20%. The graphs in Figures 7 and 8 illustrate 

the comparison of throughput. For 5 nodes, existing method achieves 97% and 98% the proposed method 

achieves 100%. Similar comparisons can be made for 10 to 25 nodes. For the 25 nodes, the throughput ratio 

in the evolutionary algorithm is 97%; this can be higher compared with existing methods. 

 

 

  
 

Figure 7. Comparison of throughput using 25 nodes 

 

Figure 8. Comparison of throughput using 250 nodes 

 

 

The graphs as shown in Figures 9 and 10 illustrate the energy comparison. Compared to existing 

methods energy utilization is very low. During the initial phase of 5 nodes, the energy utilization in the 
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proposed method was 0%, whereas in the existing method, it was 92% and 98%. The graphs below illustrate 

the energy comparison. Compared to existing methods energy utilization is very low. During the initial phase 

of 5 nodes, the energy utilization in the proposed method was 0%, whereas in the existing method, it was 

92% and 98%. For 50 node execution, the proposed method has a 99% energy level remaining, while the 

existing method has an energy level of 96 and 92%. In the same case, the energy level of 250 nodes remains 

at 92% in the proposed method, whereas in the existing method energy level remains at 81% and 77%. 

 

 

  
 

Figure 9. Comparison of energy consumption using 

25 nodes 

 

Figure 10. Comparison of energy consumption using 

250 nodes 

 

 

4. CONCLUSION 

We construct WSNs from a collection of wireless sensors, each with distinct capacities and 

constraints, making them suitable for specific uses. This paper provides an evolutionary algorithm for path 

discovery in wireless sensor networks. The current routing path issue focuses on dynamic discovery, utilizing 

chromosome detection techniques to generate optimal solutions and provide estimated outcomes for 

consideration. It examines data transmission path crossover and mutation, both of which have similar 

properties for takeout data among two genes. The current technique provides elevated convergence instead of 

focusing on the optimal shortest path. Different approaches are used to investigate the route's failure. In this 

scenario, irregular efforts in the early population minimally elevate the subspace difficulty. The possible 

number of attempts to evaluate the target task increases with the number of increments. The precise inputs 

achieve a 98% rate of progressive route discovery. We note that path discovery fails when certain nodes start 

a few routes with low energy levels. A number of computations are coordinated with the current calculation, 

which determines dynamic discovery. Therefore, as node size rises, it may be possible to enhance route 

finding by using a variety of population generation approaches. 
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