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 This paper concentrates on the development of system-on-chip for the 

decryption algorithm in the advanced encryption standard (AES). This 

method includes the transformation of cipher text into plain text and consists 

of 4 sub-tasks based on the resolution. In this work, the 128-bit resolution is 

utilized to perform 10 rounds of transformation with the round key added at 

every round generated by the key expansion algorithm. Though there are 

many cryptography algorithms, the AES is simple, secure, faster in 

operation, and easy to develop compared to the others. The system-on-chip 

(SOC) design for the decryption of the AES depends on the synthesizable 

hardware description language (HDL) code development for all 10 rounds of 

processes with the key expansion algorithm. The lookup tables (LUTs) are 

used for the inverse S-box in the HDL code. The proposed SOC is designed 

using the Cadence electronic design automation (EDA) tools by making use 

of the synthesized HDL code for the proposed methods and analyzed for the 

very large-scale integration (VLSI) parameters. 
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1. INTRODUCTION 

Numerous real-time applications, including internet services, identity verification, banking 

authentication, and sensing technology, heavily rely on data security. The technique of disguising original 

material in a different format and retrieving it using the notion of a key is known as cryptography. 

Cryptography algorithms come in a variety of forms, including Rivest-Shamir-Adleman (RSA), elliptic curve 

cryptography (ECC), advanced encryption standard (AES), and data encryption standard (DES). The AES is 

the most widely utilized of these algorithms due to its high level of security, ease of construction, and speed 

of operation. 

To increase data security, the cryptography algorithm uses diffusion and confusion. The picture 

encryption paradigm, which may be reused from previously generated data, can lead to both greater 

throughput and power savings [1]. The AES algorithm is used in several applications for its simplicity in 

design. The AES algorithm when implemented with an image encryption scheme is fast and safe from attacks 

[2]. The efficiency of the AES in image encryption has improved when bit permutation is used to replace the 

Mix column in the algorithm [3]. The field-programmable gate array (FPGA) is used for the realization of 

128-bit AES algorithm-based image applications by incorporating the ZigBee module that can present low 

lookup tables (LUTs) [4]. The unnecessary switching in the AES-based ECG signals is eradicated using the 

Dynamic pipelined asynchronous model [5]. The issues of security, computing limitations, and increased 

power consumption when implementing AES can be overcome by a MicroBlaze processor [6].  
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The AES algorithm has been designed in several compiler versions, but the real-time 

implementation of the AES algorithm still requires enhancement in terms of area and power. The utilization 

of advanced FPGA devices has proven to be meritorious in the realization of Cryptography algorithms. The 

hardware description language (HDL) code for the AES algorithms is to minimize the latency and present 

less complexity in real-time hardware [7]. The AES algorithm when realized in FPGA is suitable for 

applications where area and security are high priorities [8], [9]. The performance of the AES algorithm is 

enhanced by utilizing a duty cycle-based accessing technique when implemented with the look-up table 

concept in the FPGA device [10]. 

The computation time can be minimized and efficiency can be maximized for the FPGA-based AES 

algorithm when accelerated in electronic codebook (ECB) mode [11]. The avalanche effect of the AES 

algorithm is enhanced with a slight enhancement in the computation time of the AES algorithm when the shift 

rows are randomized [12]. The computation speed for the AES algorithm is easy even though there is a renewal 

in the key [13]. The FPGA implementation of AES algorithm cryptography removes the threat of quantum 

computing by making use of parallelism in computation [14]. The area of the FPGA utilization is minimized by 

50% when the look-up table for the 128-bit resolution of the AES algorithm [15]. In the FPGA realization of the 

AES algorithms, the composite field arithmetic is utilized to optimize the inverse S-Box [16]. The error 

identification in the AES algorithm using the neural network can retrieve the key with ease when implemented 

using the FPGA [17].  

The FPGA/ASIC realization of the AES has proved to be efficient in parameters such as area, speed, 

and power [18]. The parameters of the cost, speed, and security of the cryptography algorithms are compared 

to find the best suit for real-time [19]. Power, performance, and throughput are all superior to the FPGA 

version of the AES algorithm [20]. To minimize device utilization in FPGA, the hardware implementation of 

the AES algorithm with 128-bit resolution makes use of the modified S-box structure and Vedic multiplier in 

the mix column stage [21]. For the traditional compiler architecture, the FAC-V achieves great speed and 

minimal FPGA cost when implementing the AES algorithm [22]. The current cipher architecture, when 

downloaded into an FPGA device, reduces latency, boosts throughput, is flexible, and uses little power [23]. 

The FPGA implementation of the cryptography algorithms has given way for the integrated circuit (IC) layout 

design to be fabricated. The layout for the 128-bit AES algorithm can be derived using electronic design 

automation (EDA) tools [24]. To summarize, there is a need for dedicated and customizable AES design 

which could be used as real IC device for any cryptographic application. In this paper, the IC layout for the 

developed very high-speed integrated circuit (VHSIC) hardware description language (VHDL) code of the 

decryption AES algorithm is designed by making use of the EDA tools. This paper aims at the feasibility of 

the system-on-chip (SOC) design for decryption of the AES algorithm using Cadence EDA tools. 

 

 

2. THE PROPOSED IC CHIP FOR DECRYPTION OF AES ALGORITHM 

The proposed method demonstrates the SOC design for the decryption algorithm of AES. The 

proposed SOC-AES decryption algorithm involves in development of synthesizable HDL code for the AES 

decryption techniques that could be used as application specific IC design for cryptographic applications. 

Procedurally, the AES decryption method includes 4 sub-processes in every round that involve i) inverse 

substitute byte, ii) inverse shift rows, iii) inverse mix columns, and iv) add round-key, but in the last round, 

the mix column step is excluded as shown in Figure 1.  

− Inverse substitute bytes: As shown in Figure 2, this procedure, known as substitution, aids in the 

transformation by processing the state using a nonlinear byte substitution table (S-box) and acting on each 

of the state bytes separately. Using an 8-bit substitution box, the state array is replaced with a substitute 

byte 𝑆(𝑎(𝑖, 𝑗)) for each byte 𝑎(𝑖, 𝑗) in the inverse substitute bytes step. This step is exactly the reverse of 

the substitute bytes in the encryption method.  

− Inverse shift rows: The state's rows are the subject of the shift rows step, which cyclically changes each 

row's bytes by a predetermined offset. The first row remains unaltered for AES. Every byte in the second 

row is moved to the right. Likewise, the offsets of two and three are used to shift the third and fourth 

rows, respectively. Bytes from each column of the input state make up each column of the output state of 

the shift rows step in this manner. This step is crucial to prevent the columns from being decrypted 

separately, which would cause AES to split into four separate block ciphers. 

− Inverse mix column: The state is matrix multiplied with Galois fields (GF) in the inverse mix columns 

stage. The column value of the predefined matrix, or Galois matrix, is multiplied by each row value in the 

state. To obtain a plain-text column, the column multiplication results are XORed together. 

− Add round key: The state and subkey are joined in the add round key phase. Rijndael's key schedule is used 

to derive a subkey from the main key for each round; each subkey has the same size as the state. By 

applying bitwise XOR to each byte in the state and the matching byte in the subkey, the subkey is appended. 
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Figure 1. Block diagram of decryption algorithm in AES method to generate the plain text 
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Figure 2. Inverse substitute bytes derived using the (16×16) S-Box 
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3. RESULTS AND DISCUSSION 

The operation of the proposed methods is validated using the values assigned for the plaintext and 

key with its corresponding ciphertext. Considering an example and understanding the AES algorithm and its 

implications. The cipher text derived from the encrypted algorithm is as given and represented in 

hexadecimal. The cipher text, key, and plain text to be obtained using the decryption of the AES algorithm 

are given below. 

 

𝐶𝑖𝑝ℎ𝑒𝑟𝑡𝑒𝑥𝑡: 9𝐸756943661𝐷7𝐶5561𝐹3𝐹9781𝐹5𝐸32𝐷𝐸 
𝐾𝑒𝑦: 0𝐴1𝐵2𝐶3𝐷4𝐸5𝐹6789𝐴𝐵𝐶𝐷𝐸𝐹0123456789 
𝑃𝑙𝑎𝑖𝑛𝑡𝑒𝑥𝑡: 0123456789𝐴𝐵𝐶𝐷𝐸𝐹0123456789𝐴𝐵𝐶𝐷𝐸𝐹 
 

The expansion of the 16-byte key into 10-round keys is displayed in Table 1. Word by word, as 

previously said, this procedure is carried out, with one column of the word round-key matrix corresponding 

to each four-byte word. The four round-key words produced for every round are displayed in the left-hand 

column. 

 

 

Table 1. Key expansion steps for the decryption process using AES 
Rounds Keywords Auxiliary Function 

Start 𝑊0 = 0𝐴 1𝐵 2𝐶 3𝐷 
𝑊1 = 4𝐸 5𝐹 67 89 
𝑊2 = 𝐴𝐵 𝐶𝐷 𝐸𝐹 01 
𝑊3 = 23 45 67 89 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊3) = 45 67 89 23 = 𝑋1 

𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋1) = 6𝐸 85 𝐴7 26 = 𝑌1 
𝑟𝑐𝑜𝑛(1) = 01 00 00 00 

𝑌1 ⊕ 𝑟𝑐𝑜𝑛(1) = 6𝐹 85 𝐴7 26 = 𝑍1 

I 𝑊4 = 𝑊0 ⊕ 𝑍1 = 65 9𝐸 8𝐵 1𝐵 
𝑊5 = 𝑊4 ⊕ 𝑊1 = 2𝐵 𝐶1 𝐸𝐶 92 
𝑊6 = 𝑊5 ⊕ 𝑊2 = 80 0𝐶 03 93 
𝑊7 = 𝑊6 ⊕ 𝑊3 = 𝐴3 49 64 1𝐴 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊7) = 49 64 1𝐴 𝐴3 = 𝑋2 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋4) = 3𝐵 43 𝐴2 0𝐴 = 𝑌2 

𝑟𝑐𝑜𝑛(2) = 02 00 00 00 
𝑌2 ⊕ 𝑟𝑐𝑜𝑛(2) = 39 43 𝐴2 0𝐴 = 𝑍1 

II 𝑊8 = 𝑊4 ⊕ 𝑍2 = 5𝐶 𝐷𝐷 29 11 
𝑊9 = 𝑊8 ⊕ 𝑊5 = 77 1𝐶 𝐶5 83 
𝑊10 = 𝑊9 ⊕ 𝑊6 = 𝐹7 10 𝐶6 10 

𝑊11 = 𝑊10 ⊕ 𝑊7 = 54 59 𝐴2 0𝐴 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊11) = 59 𝐴2 0𝐴 54 = 𝑋3 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋2) = 𝐶𝐵 3𝐴 67 20 = 𝑌3 

𝑟𝑐𝑜𝑛(3) = 04 00 00 00 
𝑌3 ⊕ 𝑟𝑐𝑜𝑛(3) = 𝐶𝐹 3𝐴 67 20 = 𝑍3 

III 𝑊12 = 𝑊8 ⊕ 𝑍3 = 93 𝐸7 4𝐸 31 
𝑊13 = 𝑊12 ⊕ 𝑊9 = 𝐸4 𝐹𝐵 8𝐵 𝐵2 
𝑊14 = 𝑊13 ⊕ 𝑊10 = 13 𝐸𝐵 4𝐷 𝐴2 
𝑊15 = 𝑊14 ⊕ 𝑊11 = 47 𝐵2 𝐸𝐹 𝐴8 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊15) = 𝐵2 𝐸𝐹 𝐴8 47 = 𝑋4 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋3) = 37 𝐷𝐹 𝐶2 𝐴0 = 𝑌4 

𝑟𝑐𝑜𝑛(4) = 08 00 00 00 
𝑌4 ⊕ 𝑟𝑐𝑜𝑛(4) = 3𝐹 𝐷𝐹 𝐶2 𝐴0 = 𝑍4 

IV 𝑊16 = 𝑊12 ⊕ 𝑍4 = 𝐴𝐶 38 8𝐶 91 
𝑊17 = 𝑊16 ⊕ 𝑊13 = 48 𝐶3 07 23 
𝑊18 = 𝑊17 ⊕ 𝑊14 = 5𝐵 28 4𝐴 81 
𝑊19 = 𝑊18 ⊕ 𝑊15 = 1𝐶 9𝐴 𝐴5 29 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊19) = 9𝐴 𝐴5 29 1𝐶 = 𝑋5 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋4) = 𝐵8 06 𝐴5 9𝐶 = 𝑌5 

𝑟𝑐𝑜𝑛(5) = 10 00 00 00 
𝑌5 ⊕ 𝑟𝑐𝑜𝑛(5) = 𝐴8 06 𝐴5 9𝐶 = 𝑍5 

V 𝑊20 = 𝑊16 ⊕ 𝑍5 = 04 3𝐸 29 0𝐷 
𝑊21 = 𝑊20 ⊕ 𝑊17 = 4𝐶 𝐹𝐷 2𝐸 2𝐸 
𝑊22 = 𝑊21 ⊕ 𝑊18 = 17 𝐷5 64 𝐴𝐹 
𝑊23 = 𝑊22 ⊕ 𝑊19 = 0𝐵 4𝐹 𝐶1 86 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊23) = 4𝐹 𝐶1 86 0𝐵 = 𝑋6 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋5) = 84 78 44 2𝐵 = 𝑌6 

𝑟𝑐𝑜𝑛(6) = 20 00 00 00 
𝑌6 ⊕ 𝑟𝑐𝑜𝑛(6) = 𝐴4 78 44 2𝐵 = 𝑍6 

VI 𝑊24 = 𝑊20 ⊕ 𝑍6 = 𝐴0 46 6𝐷 26 
𝑊25 = 𝑊24 ⊕ 𝑊21 = 𝐸𝐶 𝐵𝐵 43 08 
𝑊26 = 𝑊25 ⊕ 𝑊22 = 𝐹𝐵 6𝐸 27 𝐴7 
𝑊27 = 𝑊26 ⊕ 𝑊23 = 𝐹0 21 𝐸6 21 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊27) = 21 𝐸6 21 𝐹0 = 𝑋7 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋6) = 𝐹𝐷 8𝐸 𝐹𝐷 8𝐶 = 𝑌7 

𝑟𝑐𝑜𝑛(7) = 40 00 00 00 
𝑌7 ⊕ 𝑟𝑐𝑜𝑛(7) = 𝐵𝐷 8𝐸 𝐹𝐷 8𝐶 = 𝑍7 

VII 𝑊28 = 𝑊24 ⊕ 𝑍7 = 1𝐷 𝐶8 90 𝐴𝐴 
𝑊29 = 𝑊28 ⊕ 𝑊25 = 𝐹1 73 𝐷3 𝐴2 
𝑊30 = 𝑊29 ⊕ 𝑊26 = 0𝐴 1𝐷 𝐹4 05 
𝑊31 = 𝑊30 ⊕ 𝑊27 = 𝐹𝐴 3𝐶 12 24 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊31) = 3𝐶 12 24 𝐹𝐴 = 𝑋8 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋7) = 𝐸𝐵 𝐶9 36 2𝐷 = 𝑌8 

𝑟𝑐𝑜𝑛(8) = 80 00 00 00 
𝑌8 ⊕ 𝑟𝑐𝑜𝑛(8) = 6𝐵 𝐶9 36 2𝐷 = 𝑍8 

VIII 𝑊32 = 𝑊28 ⊕ 𝑍8 = 76 01 𝐴6 87 
𝑊33 = 𝑊32 ⊕ 𝑊29 = 87 72 75 25 
𝑊34 = 𝑊33 ⊕ 𝑊30 = 8𝐷 6𝐹 81 20 
𝑊35 = 𝑊34 ⊕ 𝑊31 = 77 53 93 04 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊35) = 53 93 04 77 = 𝑋9 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋8) = 𝐸𝐷 𝐷𝐶 𝐹2 𝐹5 = 𝑌9 

𝑟𝑐𝑜𝑛(9) = 1𝐵 00 00 00 
𝑌9 ⊕ 𝑟𝑐𝑜𝑛(9) = 𝐹6 𝐷𝐶 𝐹2 𝐹5 = 𝑍9 

IX 𝑊36 = 𝑊32 ⊕ 𝑍9 = 80 𝐷𝐷 54 72 
𝑊37 = 𝑊36 ⊕ 𝑊33 = 07 𝐴𝐹 21 57 
𝑊38 = 𝑊37 ⊕ 𝑊34 = 8𝐴 𝐶0 𝐴0 77 
𝑊39 = 𝑊38 ⊕ 𝑊35 = 𝐹𝐷 93 33 73 

𝑟𝑜𝑡𝑤𝑜𝑟𝑑(𝑊39) = 93 33 73 𝐹𝐷 = 𝑋10 
𝑠𝑢𝑏𝑤𝑜𝑟𝑑(𝑋9) = 𝐷𝐶 𝐶3 8𝐹 54 = 𝑌10 

𝑟𝑐𝑜𝑛(10) = 36 00 00 00 
𝑌10 ⊕ 𝑟𝑐𝑜𝑛(10) = 𝐸𝐴 𝐶3 8𝐹 54 = 𝑍10 

X 𝑊40 = 𝑊36 ⊕ 𝑍10 = 6𝐴 1𝐸 𝐷𝐵 26 
𝑊41 = 𝑊40 ⊕ 𝑊37 = 6𝐷 𝐵1 𝐹𝐴 71 
𝑊42 = 𝑊41 ⊕ 𝑊38 = 𝐸7 71 5𝐴 06 
𝑊43 = 𝑊42 ⊕ 𝑊39 = 1𝐴 𝐸2 69 75 

 

 

 

The AES is a symmetrical encryption algorithm and thus same key is used for both the encryption 

and decryption process. The difference is in the orientation of the keys utilized for the encryption and 

decryption is complementary. The state's progress through the AES decryption procedure is displayed in 
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Table 2. The state's value at the beginning of a round is displayed in the first column. The state for the first 

row is simply the cipher-text matrix arrangement. Following the inverse sub-bytes, inverse shift-rows, and 

inverse mix-columns transformations, the value of the State for that round is displayed in the second, third, 

and fifth columns, respectively. The values after the round key manipulation are seen in the fourth column. In 

the first round of decryption, only the cipher text is XORed with 𝑊[40,43] as depicted in the block diagram, 

and then resulted values are represented in the 4th column of Table 2. The remaining rounds of the 

decryption include the inverse shift row, inverse sub-bytes, adding round keys, and inverse mix-columns. 

This is continued for the next 10 rounds to obtain the original plain text as given in the matric format. 

The simulation result for the evaluated cipher text for the given 128 bits of plain text is shown in 

Figure 3(a). The input for the developed code is 128 bits of cipher text and 128 bits of plain text. The 

behavioral model for the HDL code is used for the manipulation of the proposed decryption of the AES 

algorithm. The power report for the proposed method is evaluated using the Xilinx Tool as depicted in  

Figure 3(b) with the corresponding device utilization in Table 3. The IC layout for the decryption process is 

shown in Figure 4. The power manipulated in the cadence tool is given in Figure 5. Table 4 represents the 

comparison of the proposed method in terms of the device utilization in Xilinx tool. The proposed method is 

better than the existing method [25] that it consumes only 1.19% of FFs compared to the 13.03%. Also, the 

LUTs usage is 50% less than the existing method and block random-access memory (BRAM) is 2.22% 

compared to the 24.84%. 

 

 

Table 2. Decryption steps depicting the state progress at each round of AES algorithm 
Iteration Start of round After inverse shift rows After inverse sub-byte After round key After the inverse mix column 

0 

9E 66 61 1F 

NOT APPLICABLE NOT APPLICABLE 

F4 0B 86 05 

NOT APPLICABLE 
75 1D F3 5E 6B AC 82 BC 

69 7C F9 32 B2 86 A3 5B 
43 55 78 DE 65 24 7E AB 

I 

F4 0B 86 05 F4 0B 86 05 BA 9E DC 36 3A 99 56 CB 50 5A 7A C5 

6B AC 82 BC BC 6B AC 82 78 05 AA 11 A5 AA 6A 82 52 FA 8C 7B 
B2 86 A3 5B A3 5B B2 86 71 57 3E DC 25 76 9E EF 93 9E 1F 33 

65 24 7E AB 24 7E AB 65 A6 8A 0E BC D4 DD 79 CF FF A6 32 E4 

II 

50 5A 7A C5 50 5A 7A C5 6C 46 BD 07 1A C1 30 70 79 68 A7 AA 

52 FA 8C 7B 7B 52 FA 8C 03 48 14 F0 02 3A 7B A3 53 87 52 B4 

93 9E 1F 33 1F 33 93 9E CB 66 22 DF 6D 13 A3 4C 60 62 F8 41 

FF A6 32 E4 A6 32 E4 FF C5 A1 AE 7D 42 84 8E 79 7D E1 6B B9 

III 

79 68 A7 AA 79 68 A7 AA AF F7 89 62 B2 06 83 98 23 6E 3E 80 

53 87 52 B4 B4 53 87 52 C6 50 EA 48 0E 23 F7 74 28 83 8A BD 

60 62 F8 41 F8 41 60 62 E1 F8 90 AB 71 2B 64 B9 F5 0A 5E 65 
7D E1 6B B9 E1 6B B9 7D E0 05 DB 13 4A A7 DE 37 79 4E 24 3A 

IV 

23 6E 3E 80 23 6E 3E 80 32 45 D1 3A 92 A9 2A CA AF BB 35 5E 

28 83 8A BD BD 28 83 8A CD EE 41 CF 8D 55 2F EE 8D 69 9F EE 
F5 0A 5E 65 5E 65 F5 0A 9D BC 77 A3 F0 FF 50 45 3F AC EF 14 

79 4E 24 3A 4E 24 3A 79 B6 A6 A2 AF 90 AE 05 8E 64 D3 15 4B 

V 

AF BB 35 5E AF BB 35 5E 1B FE D9 9D 1F B2 CE 96 F1 42 4E 06 
8D 69 9F EE EE 8D 69 9F 99 B4 E4 6E A7 49 31 21 AC 90 ED 25 

3F AC EF 14 EF 14 3F AC 61 9B 25 AA 48 B5 41 6B 0E DB 60 4C 
64 D3 15 4B D3 15 4B 64 A9 2F CC 8C A4 01 63 0A 07 46 1E B9 

VI 

F1 42 4E 06 F1 42 4E 06 2B F6 B6 A5 87 BE ED B9 22 FF C8 D6 

AC 90 ED 25 25 AC 90 ED C2 AA 96 53 FA 69 BE C9 C9 FC 1D CC 
0E DB 60 4C 60 4C 0E DB 90 5D D7 9F 1C 5A 9D 3A 69 95 8B E3 

07 46 1E B9 46 1E B9 07 98 E9 DB 38 09 CA 5A 11 EA D1 CA A2 

VII 

22 FF C8 D6 22 FF C8 D6 94 7D B1 4A 07 99 A2 0D BC AA D3 43 
C9 FC 1D CC CC C9 FC 1D 27 12 55 DE C0 E9 BE 6C F2 34 ED 7C 

69 95 8B E3 8B E3 69 95 CE 4D E4 AD 80 C6 A9 42 75 DD C2 6C 

EA D1 CA A2 D1 CA A2 EA 51 10 1A BB 60 A2 B8 13 1C 57 F1 63 

VIII 

BC AA D3 43 BC AA D3 43 78 62 A9 64 24 15 5E 30 38 F6 A3 38 

F2 34 ED 7C 7C F2 34 ED 01 04 28 53 DC 18 38 0A 6F 66 9A FE 

75 DD C2 6C C2 6C 75 DD A8 B8 3F C9 81 7D F9 6B E2 35 01 46 
1C 57 F1 63 57 F1 63 IC DA 2B 00 C4 CB A8 10 CE 07 7D B7 1F 

IX 

38 F6 A3 38 38 F6 A3 38 76 D6 71 76 13 D F1 D5 2B C6 AC AC 

6F 66 9A FE FE 6F 66 9A 0C 06 D3 37 92 C7 DF 7E 07 BF 28 28 
E2 35 01 46 01 46 E2 35 09 98 3B D9 82 74 38 BD F9 AC AC AC 

07 7D B7 1F 7D B7 1F 07 13 20 CB 38 08 B2 58 22 BE 33 33 33 

X 

2B C6 AC AC 2B C6 AC AC 0B C7 AA AA 01 89 01 89 

 
07 BF 28 28 07 BF 28 28 38 F4 EE EE 23 AB 23 AB 

F9 AC AC AC F9 AC AC AC 69 AA AA AA 45 CD 45 CD 

BE 33 33 33 BE 33 33 33 5A 66 66 66 67 EF 67 EF 
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(a) 

 

 
(b) 

 

Figure 3. The proposed AES decryption algorithm using the Xilinx tool: (a) simulation results and  

(b) power report 

 

 

Table 3. Resource utilization for the proposed AES decryption algorithm using Xilinx tool 
Resource Estimation Available Utilization 

LUT 9647 63400 15.22 

FF 1504 126800 1.19 
BRAM 3 135 2.22 

IO 385 210 183.33 

BUFG 1 32 3.13 

 

 

 
 

Figure 4. IC layout for the proposed AES decryption algorithm using the Cadence EDA tool 
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Figure 5. Power calculation for the proposed AES decryption algorithm using Cadence tool 

 

 

Table 4. Comparison for the proposed AES decryption method with the existing methods 
Method [25] Proposed method 

LUT 71947 (31.23%) 9647 (15.2%) 
FF 60040 (13.03%) 1504 (1.19%) 

BRAM 77.5 (24.84%) 3 (2.22%) 

 

 

4. CONCLUSION 

The decryption process for the 128 bits of the AES algorithm is successfully implemented using the 

EDA tools. The proposed method has low area occupancy compared to the existing method. The application 

specific SOC is designed using the Cadence EDA Tools and the power analysis generated is low. Future 

work can be incorporated with the machine learning algorithm to identify the errors in the modified AES 

algorithms. 
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