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 In this modern era, heart diseases have surfaced as the leading factor of 

fatalities, accounting for around 17.9 million lives annually. Global deaths 

from heart diseases have surged by 60% over the last 30 years, primarily 

because of limited human and logistical resources. Early detection is crucial 

for effective management through counseling and medication. Earlier studies 

have identified key elements for heart disease diagnosis, including genetic 

predispositions and lifestyle factors such as age, gender, smoking habits, 

stress, diastolic blood pressure, troponin levels, and electrocardiogram 

(ECG). This project aims to develop a model that can identify the best 

machine learning (ML) algorithm for predicting heart diseases with high 

accuracy, precision, and the least misclassification. Various ML techniques 

were evaluated using selected features from the heart disease dataset. 

Among these techniques, a combination of random forest (RF), multi-layer 

perceptron (MLP), XGBoost, and LightGBM employing an ensemble 

method with a stacking classifier, along with logistic regression (LR) as a 

metamodel, achieved the highest accuracy rate of 95.8%. This surpasses the 

efficiency of other techniques. The suggested method provides an 

encouraging framework for early prediction, with the overarching goal of 

reducing global mortality rates associated with these conditions. 
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1. INTRODUCTION 

The human heart as shown in Figure 1, which weighs approximately 300 grams, is a marvel of 

biological intricacy and essential for understanding and detecting heart diseases (HD). Cardio vascular 

disease (CVD) has surfaced as the leading factor of fatalities, accounting for around 17.9 million lives 

annually. Despite medical advancements, HD remains a major cause of mortality and morbidity, burdening 

individuals, families, and healthcare systems. Over 80% of these fatalities result from cardiac arrests and 

strokes, often affecting individuals under 70. HD manifests in various forms, including coronary artery 

disease, heart failure, arrhythmias, valvular diseases, and congenital defects. Early detection is crucial for 

timely medical intervention. 

In recent years, machine learning (ML) techniques have revolutionized healthcare by offering 

powerful tools for predictive analytics. ML algorithms can analyze vast medical datasets, detect complex 

patterns, and create accurate predictive models. Previous studies highlight the importance of genetic 

predispositions and lifestyle factors [1] such as age, gender, smoking, stress, blood pressure, troponin levels, 

and electrocardiogram (ECG) readings in assessing HD risk. However, existing HD prediction methods face 
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challenges in accuracy and efficiency, requiring improvements in reducing misclassification errors and 

integrating additional factors. By scrutinizing these algorithms against established performance metrics, this 

study aims to elucidate their effectiveness and comparative performance in predicting heart disease risk. This 

work contributes to the field by enhancing early detection and intervention strategies, ultimately aiming to 

reduce the global burden of HD. The following sections will detail the methodologies employed, present the 

results of our comparative analysis, and discuss the relevance and implications of our findings. 

 

 

 
 

Figure 1. Basic anatomy of the human heart 

 

 

2. LITERATURE REVIEW 

HD present a major global health challenge, requiring accurate predictive models for early detection 

and intervention. Recent studies highlight the efficacy of machine learning (ML) and deep learning (DL) 

techniques in predicting heart disease. Several studies have demonstrated the effectiveness of various 

algorithms. One study utilized the classification and regression trees (CART) algorithm, achieving an 87% 

accuracy in HD prediction [2]. Another research integrated five cardiovascular disease (CVD) datasets, with 

random forest (RF) outperforming other algorithms after optimization [3]. RF has been shown to demonstrate 

strong predictive capabilities, though with lower specificity [4]. Significant attributes like age and smoking 

were identified, achieving a 90% accuracy with RF [5]. Using multi-layer perceptron (MLP) with feature 

reduction and clustering techniques resulted in an accuracy of 87.28% [6]. Deep neural network (DNN) 

achieved a remarkable 98.15% accuracy, outperforming prior research [7]. 

Deep learning (DL) techniques, with accuracies ranging from 90% to 99.1%, were employed using 

feature fusion and data augmentation [8]. Early-stage identification and treatment were enabled by training 

static var compensator (SVC), neural network (NN), and random forest classifier (RFC) models [9]. A hybrid 

system achieved an 86.6% accuracy with RF [10]. The NN algorithm achieved over 93% accuracy [11]. 

Using logistic regression (LR), k-nearest neighbors (KNN), and RFC, an accuracy of 87.5% was attained 

[12]. KNN and RF algorithms achieved accuracies of 86.88% and 81.96%, respectively [13]. 

A hybrid ML model achieved an 88.7% accuracy [14]. NN reported a 93% accuracy [15]. Among 

six data mining tools, MATLAB’s artificial neural network (ANN) model yielded the highest performance 

[16]. The convolutional neural network (CNN) model achieved a 98.64% accuracy [17]. A hybrid model with 

RF and support vector machine (SVM) reached a 98.3% accuracy [18]. ML techniques, with SVM exhibiting 

the highest accuracy of 96%, were analyzed [19]. Using LR and recursive feature elimination (RFE), a 

97.35% accuracy in predicting HD risk was achieved [20]. 

DL algorithms using ECG data attained an 85.6% accuracy [21]. Bayes net and RF had optimal 

performance in HD prediction in Iraq [22]. The role of ML algorithms in CVD management was emphasized, 

highlighting advancements in early detection and personalized treatment [23]. 

In summary, this research contributes to the existing body of literature, affirming the effectiveness 

of ML and DL algorithms in HD prediction. The importance of feature extraction methods is emphasized, 

highlighting key physiological features as significant predictors. By synthesizing insights from previous 

studies, a deeper understanding of HD prediction is achieved, underscoring the capability of ML and DL 

techniques in advancing early detection and intervention strategies. This research aims to develop accurate 

predictive models for heart diseases, leveraging ensemble learning, feature extraction, and physiological 

features to improve diagnostic accuracy and ultimately enhance patient outcomes in cardiovascular 

healthcare. These findings underscore the significance of ML and DL techniques in healthcare, offering 

valuable insights for improving patient outcomes and medical care provision. 
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3. METHOD 

3.1.  Dataset details 

The dataset [24] comprises 11 features representing the presence or absence of heart disease, sourced 

from multiple databases including Cleveland, Hungarian, Switzerland, Long Beach VA, and Stalog dataset, 

totaling 1,190 instances. These features together represent essential patient characteristics for HD prediction. 

All these features are explained in Table 1 and have been considered for the prediction. 

 

 

Table 1. Description of features in the dataset 
Feature name Description 

ST slope The incline of the ST segment during peak exercise on an ECG. This reflects the rate of change of the ST 
segment during exercise. 

Chest pain type The nature of chest discomfort felt by the person. It may include categories such as typical angina (related to 

heart disease), atypical angina (may not be related to heart disease),non-anginal pain (not related to the heart), 
or asymptomatic (no chest pain) [25]. 

Oldpeak ST depression induced by exercise relative to rest. This measures the extent of ST segment depression on an 

ECG during exercise compared to resting levels, providing information about myocardial ischemia 
(insufficient blood flow to the heart). 

Resting ECG Results of the resting ECG test. This test measures the electrical activity of the heart while the individual is at 

rest, providing information about the heart’s rhythm and electrical conduction. 
Age Age of the individual in years. Age is an important demographic factor for CVD risk [26]. 

Fasting blood sugar It is measured in mg/dL. Elevated fasting blood sugar levels may indicate insulin resistance or diabetes [27]. 

Max heart rate Highest heart rate attained while exercising (bpm). This is reflecting the heart’s ability to pump blood 
efficiently during physical activity. 

Sex Gender of the individual (0 = female, 1 = male). Gender is a factor for CVD risk [28]. 

Resting BPS Resting systolic blood pressure (mmHg). This refers to the arterial pressure when the heart contracts and 
expels blood, providing information about CV health and the risk of conditions like hypertension [29]. 

Exercise angina Exercise-induced angina (1 = yes; 0 = no). Angina is discomfort in the chest caused by reduced blood flow to 

the heart, often triggered by physical stress. 
Cholesterol Serum cholesterol level (mg/dL). High cholesterol levels, especially low density lipoprotein (LDL) cholesterol, 

heighten the risk of CVD [30]. 

 

 

3.2.  Framework 

In this study, our objective is to construct an extensive framework as shown in Figure 2 for 

predicting heart disease utilizing a dataset sourced from various countries. The dataset comprises 1,190 

patient records, each featuring 11 distinct attributes alongside a target variable denoting the existence of HD. 

Our data collection procedure involved compiling information from diverse geographic regions. We 

meticulously performed data preprocessing tasks, including the removal of null values and the appropriate 

handling of both numerical and categorical data, to ensure data quality. Moreover, we employed feature 

extraction techniques aimed at augmenting the predictive capabilities of our models. 

For the training and evaluation phases, we selected four prominent ML algorithms: RF, XGBoost 

(XGB), MLP, and LightGBM (LGBM). These algorithms were picked due to their demonstrated efficacy in 

handling complex datasets and yielding accurate predictions. To streamline the process of model training and 

validation, we segregated the observations into separate parts of 80% and 20% respectively. This segregation 

permitted us to develop our models on one subset while validating their performance on another, ensuring 

robustness and generalization. Additionally, we employed ensembling using a stacking classifier with LR as 

the use of a meta-model amplified the predictive capability of this ensemble approach even more, our 

framework by leveraging the strengths of multiple algorithms. 

Following model training, we proceeded with deployment to enable predictions on new, unseen data 

instances. This deployment phase is critical for real-world applicability, as it simulates the effectiveness of 

the model in real-world situations. Subsequently, we conducted a thorough performance evaluation to gain 

insights into the effectiveness and dependability of our heart disease prediction framework as a whole. 

To refine our feature selection process, we utilized Kullback-Leibler (KL) divergence and Fischer 

index techniques. After obtaining the top features from each technique individually, we calculated the 

average of those features. These averaged features were then used in our predictive model to improve its 

accuracy and robustness in HD prediction. By adopting a systematic approach that integrates data 

preprocessing, feature extraction, model training, deployment, and performance evaluation, we aimed to 

develop a comprehensive framework capable of giving accurate HD prediction. Our endeavor is underpinned 

by the aspiration to enhance healthcare decision-making and facilitate timely interventions for individuals at 

risk of cardiovascular ailments. 
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Figure 2. System framework 

 

 

3.3.  Data preprocessing 

It is a crucial initial step in preparing raw data for ML, essential for enhancing both the accuracy and 

efficiency of predictive models. Real-world datasets often contain issues such as noise, missing values, and 

formats that are unsuitable for direct use in ML models. Thus, preprocessing is necessary to clean and format 

the data, making it suitable for modeling. 

The preprocessing phase addresses missing values, which can significantly impact model 

performance. These values are either removed or imputed to ensure data completeness and consistency. 

Additionally, categorical variables must be encoded into numerical formats required by ML algorithms. This 

step ensures that the models can interpret and utilize all features effectively. 

Moreover, feature scaling guarantees uniform contribution from all features in the learning phase, 

preventing any individual feature from overshadowing others due to its scale. Essential stages in data 

preprocessing encompass dataset importation and cleansing, addressing missing data, converting categorical 

variables into numerical formats, dividing the dataset into training and testing sets, and standardizing features 

to maintain consistency during model training. Typically, techniques like z-score normalization or min-max 

scaling are used for standardization. These preprocessing steps are integral to preparing the dataset for 

effective ML model training, ensuring that the models perform optimally and provide reliable predictions. 

 

3.4.  Feature selection 

It is crucial in improving heart disease risk assessment models by identifying key attributes from 

datasets. In this context, sophisticated techniques such as KL divergence and the Fisher Index are employed 

to pinpoint the most informative features among the dataset’s 11 attributes. Utilizing two distinct feature 

extraction methods and combining their results offer several advantages. Different methods provide 

complementary insights, offering varied perspectives on feature importance, which helps achieve a more 

comprehensive understanding. Additionally, this combination enhances the robustness of the feature 

selection process by reducing reliance on a single technique, thereby improving model performance through 

a broader capture of relevant features. By extracting the top features from each method and averaging them, 

the model’s accuracy and robustness are further enhanced, integrating diverse and valuable insights from 

both techniques. 

 

3.4.1. Fisher index 

It measures the significance of features in classification tasks, identifying relevant features and 

reducing dimensionality before classification. It calculates the discriminative power of each feature, guiding 

the inclusion or exclusion of features in models. The Fischer index (𝐹(𝑖)) formula is given by: 

 

𝐹(𝑖) =
(𝜇𝑖1 − 𝜇𝑖2)2

𝑠𝑖1
2 + 𝑠𝑖2

2  
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Here: 

− 𝐹 (𝑖) is the Fischer index for feature 𝑖. 
− 𝜇𝑖1 and 𝜇𝑖2 are the means of feature 𝑖 for both the +𝑣𝑒 and −𝑣𝑒 samples respectively. 

− 𝑠𝑖1
2  and 𝑠𝑖2

2  are the variances of feature 𝑖 for both the +𝑣𝑒 and −𝑣𝑒 samples respectively. 

 

3.4.2. KL-divergence 

It evaluates differences between probability distributions, identifying features vital for discriminating 

between normal and abnormal heart conditions. It compares distributions M and N, highlighting extra 

information needed to represent M using N’s code. The Kullback-Leibler (KL) divergence formula is given by: 

 

𝐷𝐾𝐿(𝑀||𝑁) = ∑ 𝑀(𝑎)log (
𝑀(𝑎)

𝑁(𝑎)
𝑎∈𝑋

) 

 

Here: 

− 𝐷𝐾𝐿(𝑀||𝑁) is the KL divergence from distribution 𝑁 to distribution 𝑀. 

− 𝑀(𝑎) and 𝑁(𝑎) are probability distributions over the sample space 𝑋. 

− The sum is taken over all possible outcomes ‘a’ in the sample space 𝑋. 

 

3.5.  Proposed ensemble method 

3.5.1. Random forest 

It is a flexible algorithm adept at handling both classification and regression tasks. It enhances model 

performance and addresses complex problems by integrating multiple decision trees (DTs) as shown in  

Figure 3. This approach effectively reduces the limitations of single decision trees, improving accuracy and 

minimizing overfitting. RF offers several advantages, including fast training times suitable for large datasets, 

strong predictive capabilities even in the presence of missing data, and the ability to rank feature importance, 

which helps in understanding data trends. Random forest, functioning as an ensemble learning (EL) 

technique, constructs multiple DTs during training. In classification tasks, it yields the most frequent class as 

the output, whereas in regression tasks, it offers the average prediction from the individual trees. 

 

 

 
 

Figure 3. The working of a random forest 

 

 

3.5.2. Multilayer perceptron 

It is an advanced artificial neural network designed with multiple interconnected layers, forming a 

feedforward structure. It effectively tackles non-linear problems and complex datasets by identifying intricate 

relationships within the data. An MLP typically consists of an input layer along with one or multiple hidden 

layers, and an output layer, each composed of nodes (neurons) connected by adjustable weights as shown in 

Figure 4. During training, these weights are optimized to minimize errors. The network employs activation 
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functions at each node to introduce non-linearity, enabling the modeling of complex functions. A significant 

feature of MLPs is backpropagation, an algorithm that iteratively updates the weights by propagating errors 

backward through the network, improving model accuracy over time. This continuous weight optimization 

makes MLPs highly effective for predictive modeling across various applications. 

 

 

 
 

Figure 4. The functioning of a multilayer perceptron 

 

 

3.5.3. XGBoost 

It stands out as a powerful algorithm rooted in gradient-boosting decision trees, designed for speed, 

ease of use, and effectiveness, especially with large datasets [31]. It operates by creating a series of models as 

shown in Figure 5 and combining them to enhance overall accuracy. Its advantages include exceptional 

efficiency and scalability, effortlessly handling vast amounts of data, while also offering interpretability and 

resilience against overfitting. By iteratively adding new models to rectify errors of previous ones, XGBoost 

crafts a sequence of models that collectively improve predictive performance. This implementation of 

gradient-boosting machines ensures a potent tool for data analysis and prediction tasks, providing users with 

both accuracy and scalability in their endeavors. 

 

 

 
 

Figure 5. The working mechanism of XGBoost 

 

 

3.5.4. LightGBM 

It stands out as an efficient and swift gradient-boosting framework, leveraging decision trees and 

advanced techniques like gradient-based one-side sampling (GOSS) and exclusive feature bundling (EFB) to 

bolster efficiency while curbing memory usage. Its leaf-wise splitting strategy as shown in Figure 6, which 

prioritizes selecting the leaf with the highest loss, elevates both accuracy and efficiency. Notably, LightGBM 

boasts superior performance on large datasets, even outperforming XGBoost in certain scenarios. This 

achievement is underpinned by its adept memory management, thanks to optimization techniques woven into 

its architecture. By utilizing algorithms based on tree learning principles and prioritizing distributed and 

file:///C:/Users/ASUS/Dropbox/DATA%20FAIZAH/ORI/35854%20IJECE%2013%25.docx%23_bookmark40
file:///C:/Users/ASUS/Dropbox/DATA%20FAIZAH/ORI/35854%20IJECE%2013%25.docx%23_bookmark5
file:///C:/Users/ASUS/Dropbox/DATA%20FAIZAH/ORI/35854%20IJECE%2013%25.docx%23_bookmark6


                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 5, October 2024: 5744-5754 

5750 

effective training methods, LightGBM optimizes its operations for scalability and effectiveness. Its approach 

to leaf-wise splitting, aiming for the leaf with the highest delta loss for expansion, further underscores its 

commitment to minimizing loss compared to traditional level-wise methods. 

 

 

 
 

Figure 6. The working mechanism of LightGBM 

 

 

3.6.  Ensemble learning 

It is a potent tool in machine learning, amalgamating multiple models to enhance predictive 

accuracy, robustness, and generalization [32]. It tackles issues like high variance or bias in individual models 

and the uncertainty surrounding the optimal model choice. By amalgamating predictions, ensemble methods 

mitigate inconsistencies and errors, yielding more dependable outcomes. The crux of ensemble learning (EL) 

lies in extracting diverse perspectives from various models and merging them into a cohesive prediction. This 

diversity can arise from employing different algorithms, and data subsets, or introducing randomness during 

training. 

In our study, we utilized RF, MLP, XGB, and LGBM. While RF may struggle with complex 

relationships, XGB and LGBM can be prone to overfitting, and MLP is sensitive to hyperparameters and 

smaller datasets. Hence, a comprehensive ensemble approach merging RF, XGB, MLP, and LGBM is 

proposed. Each model contributes unique strengths: RF stabilizes against overfitting, XGB and LGBM 

capture intricate patterns, and MLP introduces flexibility with nonlinear relationships. By integrating these 

algorithms, the ensemble harnesses their collective strengths to improve predictive accuracy and reliability, 

thereby advancing the efficacy of ML in practical applications. 

 

3.6.1. Stacking classifier 

The proposed ensemble method employs the stacking classifier, which combines predictions from 

various base models like MLP, RF, XGB, and LGBM to enhance accuracy and reliability. Each base model 

is trained independently with specific hyperparameters. The stacking classifier aggregates these predictions 

using logistic regression as a meta-estimator, capturing diverse aspects of the data. By leveraging the 

strengths of multiple models and correcting individual weaknesses through the meta-model, this approach 

improves predictive power and generalization to new data. LR is chosen for its simplicity, efficiency, and 

interpretability, striking a balance between complexity and performance. Its linear nature facilitates efficient 

learning and adjustment of weights for combining predictions, while directly outputting probabilities aids 

interpretation, making it suitable for classification tasks. 

 

3.7.  Performance analysis 

The evaluation of classification algorithms for HD prediction aims to increase diagnostic accuracy and 

patient outcomes. The following metrics provide insights into model performance, balancing false positives and 

negatives, guiding algorithm selection, and optimization to enhance heart disease diagnosis and patient care. 

 

3.7.1. Accuracy 

It assesses the model’s overall correctness by determining the proportion of correctly predicted 

instances among the total instances. Accuracy measures the model’s overall performance by calculating the 

ratio of correctly predicted instances to the total number of instances. It serves as a key indicator of how well 

the model performs across the entire dataset. A higher accuracy value signifies better model performance, 

indicating that the model is making fewer errors in its predictions. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 +  𝑇𝑁

𝑇𝑃 +  𝐹𝑃 +  𝑇𝑁 +  𝐹𝑁
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3.7.2. Precision 

It evaluates the model’s capacity to identify positive instances among all correctly predicted positives, 

playing a critical role in minimizing false positives (FP). Precision evaluates the model’s ability to correctly 

identify positive instances among all predicted positives. It is crucial for reducing the number of false 

positives (FP) in the model's predictions. High precision indicates that the model has a high accuracy in its 

positive predictions, ensuring reliable identification of positive instances. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃 

(𝑇𝑃 +  𝐹𝑃)
 

 

3.7.3. Recall 

Recall, also known as sensitivity, assesses the model’s capacity to accurately detect true positive cases 

among all actual positive instances, crucial for minimizing false negatives (FN). Recall, also known as 

sensitivity, measures the model’s effectiveness in correctly identifying true positive cases among all actual 

positive instances. It is essential for minimizing false negatives (FN), as it ensures that the model detects as 

many positive instances as possible. High recall is particularly important in applications where missing 

positive instances can have significant consequences. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃 

𝐹𝑁 +  𝑇𝑃
 

 

3.7.4. F1-Score 

The F1-Score offers a balanced assessment of the model’s performance by taking into account both 

precision and recall, making it particularly valuable for evaluating models on datasets with class imbalances. 

The F1-Score provides a balanced evaluation of the model’s performance by considering both precision and 

recall. It is particularly valuable for assessing models on datasets with class imbalances, where relying on 

accuracy alone might be misleading. A higher F1-Score indicates a better balance between precision and 

recall, making it a robust metric for model evaluation. 

 

𝐹 1 − 𝑆𝑐𝑜𝑟𝑒 =
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

 

Together, these metrics show the model’s performance, ensuring strong and dependable predictions for heart 

disease. 

 

 

4. RESULTS AND DISCUSSION 

The performance metrics of different ML models for HD prediction exhibit notable variations in 

accuracy, precision, recall, and F1-scores, as depicted in Figure 7. RF demonstrated high precision (96%) and 

recall (92%), resulting in accuracy (94.5%) and an F1-score (94%), indicating its robust predictive capability. 

Similarly, XGB showed strong performance with an accuracy of 92.8% and an F1-score of 92%, while MLP 

achieved an accuracy of 91.2% and an F1-score of 90%. Combining RF, XGB, MLP, and LGBM resulted in 

the highest overall accuracy (95.8%) and F1-score (96.2%), underscoring the ensemble methods’ 

effectiveness. These findings are consistent with previous research that underscores the effectiveness of 

ensemble methods in medical predictions. Combining multiple algorithms significantly improves predictive 

accuracy and robustness, as evidenced by the superior performance of the RF, XGB, MLP, and LGBM 

ensemble. This aligns with existing literature, confirming that integrating different models can capture a 

wider range of patterns in complex datasets. However, the study had limitations, such as the dataset not fully 

incorporating comprehensive medical records and social factors, which are crucial for a holistic risk 

assessment. Additionally, the exclusion of unstructured data like text and images represents a limitation that, 

if addressed, could further enhance model accuracy. 

This research aimed to evaluate the efficacy of multiple ML algorithms in HD prediction. The 

findings demonstrate that ensemble methods, particularly the combination of RF, XGBoost, MLP, and 

LGBM, offer superior predictive performance. These results emphasize the importance of robust ML 

techniques in early detection and intervention strategies for heart disease. Future research should focus on 

incorporating a broader range of patient data, including lifestyle factors and unstructured data, to heighten the 

accuracy and reliability of predictive models. Additionally, exploring advanced preprocessing techniques and 

more sophisticated ML algorithms could further improve the efficacy of heart disease prediction, ultimately 

contributing to better healthcare outcomes and reducing the global CVD burden. 
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Figure 7. Performance analysis 

 

 

5. CONCLUSION 

In summary, this research delved into the application of ML algorithms for heart disease prediction, 

leveraging a dataset of 1190 patient records with 11 distinct features. Through the utilization of various ML 

techniques, including RF, MLP, XGBoost, and LightGBM, we evaluated their effectiveness in predicting 

CVD. Notably, ensemble methods, such as stacking classifiers with logistic regression as a meta-model, 

yielded a commendable accuracy rate of 95.8%. The amalgamation of RF, XGBoost, MLP, and LightGBM 

showcased a preceding accuracy of 95.37%, underscoring the potency of ensemble techniques in enhancing 

predictive performance. 

Our findings emphasize the transformative potential of machine learning-based approaches in 

revolutionizing heart disease diagnosis, equipping clinicians with powerful tools for early detection and 

intervention, thereby leading to improved patient outcomes and healthcare efficiency. By integrating 

multiple algorithms, we demonstrated the ability to capture a broader spectrum of patterns in complex 

datasets, which is essential for accurate CVD prediction. While achieving substantial accuracy, it is crucial 

to acknowledge the computational complexity and hyperparameter sensitivity as limitations. Future research 

endeavors should explore alternative ensemble techniques, conduct further hyperparameter optimization, 

and integrate supplementary data sources, including lifestyle factors and unstructured data, to bolster 

predictive performance. These enhancements hold promise for improving the predictive model’s accuracy 

and reliability, ultimately contributing to enhanced healthcare outcomes and a reduction in the global 

burden of CVD. In summary, this study not only highlights the efficacy of machine learning algorithms in 

predicting heart disease but also sets the stage for future progress in this field. By addressing identified 

challenges and limitations, researchers can chart a path toward continued improvements in heart disease 

management, thereby enhancing patient care and mitigating mortality rates associated with cardiovascular 

disorders. 
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