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 This article presents the implementation of focused web crawling to retrieve 

data about scientists of Indian ancestry who are working in foreign nations. 

This study demonstrates the effectiveness of web scraping in obtaining large 
amounts of data from publicly available online pages. The objective is to 

construct a collection of data pertaining to Indian scientists who are now 

employed in national laboratories overseas. Collecting a vast quantity of data 

on the aforementioned Indian scientists through manual search is a pointless 
task. Therefore, this study proposes a detailed plan for a focused web 

crawler that can gather similar data. Subsequently, we present a 

comprehensive assessment of numerous classification models on this newly 

created dataset. Our assessments indicate that the random forest model 
surpasses the other supervised models. The empirical findings on large 

datasets demonstrated that the combination of random forest with synthetic 

minority oversampling technique (SMOTE) and k-fold cross-validation 

methods yielded better performance compared to K-nearest neighbors 
(KNN), support vector machine (SVM), and logistic regression (LR) for 

Indian origin scientists. Conversely, SMOTE with an 80-20 random split 

demonstrated superior performance on smaller datasets. Overall, the random 

forest classifier demonstrated the most favorable outcomes, attaining a 
micro-average area under curve (AUC) of 90%. The outcomes of our study 

provide a solid foundation for further investigation into classification of text 

of Indian origin scientists. 
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1. INTRODUCTION 

Currently, the vast majority of prominent search engines enable users to easily access information 

on the internet. Users primarily rely on subject-specific data for their searches. Search engines employ bots to 

collect data. Crawlers, often known as spiders, are responsible for traversing the internet in order to refresh 

and update their site material. A focused web crawler selectively indexes topic-relevant web sites that meet 

certain criteria, rather than obtaining information from the entire internet. The concept of focused web 

crawling was first introduced by Chakrabarti et al. [1]. A focused web crawler is designed to seek, collect, 

and index web pages that specifically pertain to well-defined subjects within a small portion of the internet. 

Since the focus is limited to a certain section of the internet, fewer network resources are used, and the 
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required computational power is significantly reduced. This type of crawling enables the collection of 

pertinent and superior data. Kumar et al. [2], [3] proposed a method that utilizes a focused web crawler to 

retrieve data on academicians of Indian ancestry, based on keywords. Lunn et al. [4] explores the efficacy of 

web scraping in obtaining substantial volumes of data from web pages for dataset construction.  

The current solutions are plagued by several drawbacks, such as ineffective scraping techniques, 

inadequate server response, and irregular data updates. On the other hand, the scraping process suggested in 

this study is highly proficient in retrieving data and turning it into a well-structured format with great 

efficiency. The objective of our research article is to improve the efficiency of the web crawler by integrating 

supplementary functionalities, optimized web scraping approaches, and enhanced text preprocessing 

methods. This will lead to a web crawler that is faster, more efficient, and more accurate.  

Presently, the Indian diaspora consists of 32 million individuals, including both persons of Indian 

origins (PIOs) and non-resident Indians (NRIs). A diaspora population is a substantial group of individuals who 

have a shared geographical and cultural heritage but currently live outside their original homeland. In order to 

meet the rigorous criteria for a scientist's database pertaining to a certain diaspora, we have introduced the 

concept of targeted web crawling to gather information on scientists of Indian origin who are working in foreign 

nations. Data will be collected via crawling the websites of national laboratories worldwide. The compiled 

database of Indian origin scientists would facilitate the connection between scientists in India and their 

counterparts working overseas, fostering research cooperation. The research will involve examining the 

websites of foreign national laboratories and utilizing focused crawling techniques to create a database.  

The aim of the research is to develop a targeted crawler for extracting precise information from the 

internet. The proposed web crawler is specifically designed to gather information about Indian-origin 

scientists who are employed in foreign countries. The primary goals are to: i) To systematically retrieve, 

categorize, and extract information about scientists of Indian origin up to a predetermined level of data 

retrieval; and ii) To compile a targeted lexicon of terms for guiding the web crawling process. The acquired 

output includes: i) A database of Indian-origin scientists employed in national laboratories abroad; and  

ii) A focused web crawler capable of gathering the required data. 

The focused web crawler [5] utilizes vertical search engines to locate webpages that are specifically 

related to a particular topic, rather than collecting all web pages from the entire internet. It precisely identifies 

online pages that are pertinent to a particular topic and disregards irrelevant pages. Suebchua et al. [6] 

introduced a neighborhood feature that significantly enhances the effectiveness of focused web crawlers. The 

studies [7] and [8] offer a comprehensive analysis of different focused crawler approaches in order to 

optimize the harvest ratio. 

The keyword query-based focused crawler employs pertinent terms associated with a particular 

topic to initiate queries in the search interface. The Sandhan system [9] exemplifies a focused crawler that 

operates based on keyword queries. It specializes in providing search results within the health and tourist 

industry. Multiple evaluation indicators, such as harvest ratio, recall, and precision, were employed. Tang  

et al. [10] introduces a focused web crawler that utilizes link anchor text to locate pertinent information 

related to the medical subject of depression. Altingövde and Ulusoy [11] presents a web crawler that utilizes 

subject taxonomy to determine the relevancy of web sites. In addition, the notion of tunnelling was 

incorporated to enhance the harvest ratio. Mukherjee [12] created a WTMS crawler to gather online pages 

that are tailored to a particular subject. Gatial et al. [13] introduces a specialized web crawler that relies on 

the analysis of textual content. The studies [14] and [15] provide a comprehensive analysis of many advanced 

targeted crawlers. Language-specific crawlers [16], [17] are implemented to enable targeted crawling of web 

pages published in Thai for indexing purposes. According to the information provided, Tamura et al. [18] 

utilized a focused crawler to precisely gather pages that are exclusive to a particular language. Zhao et al. 

[19] suggested SmartCrawler architecture for extracting data from the deep web. Zhang and Lu [20] 

presented an SCTWC methodology that enhances crawling performance by selectively choosing URLs that 

are relevant to the topic. Seyfi et al. [21] presented a Treasure crawler that used a hierarchical framework to 

assign a priority score to each unvisited link. Du et al. [22] proposed an enhanced method for improving the 

performance of focused crawlers by integrating term frequency-inverse document frequency (TF-IDF) values 

and semantic similarities. Bergmark et al. [23] suggested employing a tunnelling technique to improve 

performance in conjunction with focused crawlers for the purpose of constructing digital libraries. Goyal  

et al. [24] introduced a genetic method that relies on automated web page classification. Yan and Pan [25] 

proposed an augmented genetic algorithm-based focused crawler that utilizes an improved fitness function. 

Farag et al. [26] suggested a method that combines an event model with a focused crawler to efficiently 

retrieve relevant web sites.  

Web scraping is the process of extracting unstructured material from the internet and organizing it 

into a structured dataset [27]. There are multiple techniques for gathering data from a webpage. Web scraping 

can be performed either manually by a corporation or with the use of a browser extension, application, or 

software. An alternative approach is the direct duplication and insertion of information from a webpage. 
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However, this process can become arduous when dealing with substantial amounts of data [28]. Furthermore, 

data can be collected instantaneously if the aforementioned website possesses its middleware. However, each 

provider employs different approaches to retrieve the data, which may involve a high cost for utilizing the 

API, and there could be certain protocols in place for accessing the information [29]. Conversely, one can 

directly obtain the HTML content of the web page to collect pertinent data by utilizing different computer 

languages such as C, Python, C++, or Node.js [30]. Once the data has been gathered, it may require 

additional refinement and analysis. Thus, in order to automatically obtain the data, the process of web 

scraping is implemented [31]. This is a bot designed to extract data from webpages. Furthermore, it has the 

capability to store the data in an organized format within the system for future assessments. The use of 

automated web scraping is necessary due to the exponential growth in the volume of data generated over time 

[32]. Karthikeyan et al. [33] introduced a model that employs efficient web scraping approaches to achieve 

best outcomes and accuracy. Nevertheless, there are obstacles such as inconsistent data transformation and 

inadequate server response. Anglin [34] outlines diverse web scraping approaches and text classification 

methodologies that enable scientists to filter out problematic states and districts from policy documents, 

allowing for the reorganization of data for evaluation purposes. Schedlbauer et al. [35] examines the labor 

market for medical informatics through the application of diverse online scraping techniques. Kaur [36] 

employed web scraping techniques to examine real-time news data for sentiment analysis.  

The Python programming language can be employed for the entire script, in conjunction with the 

Beautiful Soup module for web scraping. Subsequently, the data that has been extracted can be stored in a 

.csv format. Python is recognized as an interpreted, object-oriented, high-level programming language [37]. 

Its design prioritizes optimal readability. Researchers worldwide utilize it. The programming language 

includes a comprehensive standard library, but it also allows for the inclusion of other libraries and toolkits to 

enhance its functionality. According to Khder [38], Python is the optimal programming language for 

implementing web scraping. Selenium is an open-source tool used to facilitate browser automation. While 

Selenium is mostly used for testing, it can also be employed for web scraping. It is the most commonly 

accepted web scraping tool and is extensively utilized with Python for automating the Chrome browser. 

Additionally, it has the capability to function in headless mode for web browsers. Selenium employs various 

techniques to locate elements, including XPath, tag_name, class_name, partial_link_text, name, and 

css_selector. Selenium uses the web driver to automate operations on several browsers, including Chrome, 

Opera, Firefox, and Microsoft Edge. Therefore, the WebDriver controller is utilized to obtain the 

ChromeDriver that is compatible with the current version of the browser. Manjari et al. [39] has explored the 

utilization of selenium for web scraping in order to obtain textual summaries from web sites. Han and 

Anderson [40] employs the usage of selenium to extract online hotel data. Bhargava et al. [41] employed 

both Selenium WebDrivers and the Beautiful Soup Library for the purpose of web scraping. Thota and 

Ramez [42] employed many web scraping technologies to extract news headlines and stories. Figure 1 

depicts the sequential procedure employed for web scraping. 

 

 

 
 

Figure 1. Web scraping process 

 

 

2. PROPOSED DESIGN 

2.1.  Design and architecture 

This section pertains to the conventional design and construction of the currently employed focused 

crawler. Figure 2 depicts the fundamental schematic illustration for the proposed methodology. A 

compilation of initial URLs is created and entered into the system. The web scraping process, utilizing the 

Beautiful Soup package, retrieves all the URLs found inside the specified seed URL. Each URL in the 

provided list undergoes pre-processing. A keyword matching search is conducted to determine the 

appropriate URLs. Next, web pages that are relevant to the topic are retrieved and saved. We utilized the 
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Python programming language in conjunction with the Selenium framework. The relevant data is 

subsequently exported to a .csv file. The scientists' information is extracted and placed in the database, based 

on the employed data extraction procedure. Next, data mining and refinement techniques are applied to 

generate the final database. Furthermore, classifiers are trained and evaluated on the retrieved datasets so as 

to enable their use for prediction. The workflow of the suggested architecture is shown in Algorithm 1. 

 
 

 
 

Figure 2. Design and architecture 
 

 

Algorithm 1. Workflow of the suggested architecture 

Stage 1: URL filtering 

1. The seed URL is provided as input 

2. All the URLs found within the seed URL are obtained via web scraping 

3. For every URL in the provided list 

4. URLs undergo pre-processing, which includes tokenization, removal of stop words, and stemming 

5. If the tokens are equal to keywords like persons, staff, directory, contacts, or search, then  

6. Relevant web URLs  

7. Alternatively, irrelevant URLs 

Stage 2: Data processing 

1. All the relevant URLs that have been filtered are treated as seed URLs 

2. For every applicable URL in the list 

3. Using the Selenium program, one can automate the act of downloading web pages by populating a list of surnames or designations  

4. For every webpage that is downloaded 

5. Execution of processing (tokenization, stop words removal, and stemming) takes place 

6. Create a final dataset in .csv format 

7. For every name retrieved from the .csv file 

If the fetched name or fetched university is found in the dictionary of Indian surnames and Indian universities 

8. Then the label_data is set to 1 

9. If not, assign the value of label_data as 0 

10. Otherwise, the URL is not relevant 
 

2.2.  Crawling constraints 

In order to implement the suggested architecture, several limitations on crawling are established, 

including the depth of crawling, seed URLs, and domain-specific keyword databases. Specialized crawlers 

only process seed URLs that are relevant to a given topic. Subsequently, in order to acquire seed URLs, the 

SeoQuake addon for Google Chrome is utilized to extract all the URLs of foreign national laboratories from 

a specific country. SeoQuake, a complimentary plug-in, is compatible with web browsers like Mozilla 

Firefox, Microsoft Edge, and Opera. Additionally, it is employed to extract the results into a .csv file for any 

organic search data. As a result, we obtained a list of seed URLs that may be utilized as input for our crawler 

to visit and extract the data.  

Subsequently, it is necessary to compile a database of keywords that are relevant to the domain. 

Keywords are employed to determine the relevance of a page. In order to collect data on Indian-origin 

scientists employed in foreign nations, we compile a targeted set of keywords to match against the content of 

downloaded web sites. This allows us to determine the relevance of each web page. The webpage is searched 

for designations/posts of scientists employed in foreign national laboratories, surnames of Indian individuals, 

and a list of Indian universities. The database stores web pages that are pertinent. If a webpage does not 

adhere to the dictionary of keywords, it is deemed irrelevant and the hyperlinks on that webpage are 

disregarded. Web pages that include terms such as people, staff, directory, contacts, and search in their URL 

are deemed more significant than other webpages. 
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Subsequently, it is necessary to determine the depth of crawling in order to collect relevant data. The 

attainment was achieved by setting a maximum depth, causing the crawler to halt once it reached the 

specified limit. A thorough search was conducted on 12 seed URLs from different international research 

institutes to determine the maximum depth at which relevant data was accessible. From now on, we will 

restrict the crawling to a maximum depth of 3, at which point the crawler should cease its operation. 

 

 

3. METHOD 

3.1.  Acquiring initial URLs 

This section thoroughly examines the implementation of the suggested architecture. The SeoQuake 

extension for Google Chrome is used to extract the URLs of national laboratories in a specific country. 

SeoQuake provided us with a list of seed URLs, which we used as input for the focused crawler to retrieve 

the data. A collection of over 2,000 URLs from more than 20 nations worldwide has been compiled. As 

depicted in Figure 3, the crawler automatically stores all the collected URLs in a .csv file for subsequent 

individual selection. 

 

 

 
 

Figure 3. Retrieved seed URLs 

 

 

3.2.  URL segregation 

At this stage, the initial seed URL is chosen as the input from the list of seeds. The web scraping 

process utilizing the Beautiful Soup library retrieves all the URLs found in the specified seed URL. Each 

URL in the obtained list undergoes pre-processing, which includes tokenization, stop words removal, and 

stemming. The retrieved tokens are compared with a list of terms, including persons, staff, directory, 

contacts, and search. If there is a successful match, the URLs are regarded relevant. Otherwise, they are 

considered irrelevant and removed. 

The subsequent libraries and packages were employed specifically: i) Beautiful Soup is a Python 

package that allows for the extraction of data from XML and HTML files [43]; ii) The lxml library is a Python 

toolkit used for processing XML and HTML files [44]; iii) Request is a Python package that is utilized for 

creating HTTP requests; iv) Urllib3 is a Python library that is utilized for the purpose of managing URLs; and 

v) Selenium is a Python library that is utilized for navigating through web browsers [45]. 

 

3.3.  Downloading and processing of data 

At this step, all the URLs that have been filtered and are relevant are considered seed URLs. For 

each relevant URL in the list, the online web pages are retrieved using the Selenium program, which 

automates the process of obtaining web pages by inputting various surnames or designations. The data is 

exported to a .csv file. Processing is conducted for each downloaded web page, encompassing the following 

tasks: i) The process of dividing the text into individual words is carried out, which is known as tokenization; 

ii) The HTML tags are eliminated; iii) Elimination of special characters such as single and double quotes, 

punctuation marks, etc. from the .csv file; iv) Stop words are often encountered terms that are utilized in 

sentence construction. Stop words in the English language encompass common terms such as "is", "the", 

"are", "of", "in", and "and". During the preprocessing stage, repetitious words that contribute little 
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significance to the broader context are discarded or removed from the text; v) Stemming is the process of 

reducing words to their root form or stem. Stemming is also carried out at this step; vi) The process of spell 

checking has been completed; and vii) Abbreviations and acronyms are managed. Subsequently, a final 

dataset is generated in .csv format, taking the form of a list. 

 

3.4.  Indian scientists’ retrieval 

In the next stage, a previously produced comprehensive set of keywords, often known as a dictionary, 

is referenced. This dictionary comprises two categories of keywords: Indian surnames and Indian university 

names. Every name extracted from the .csv file is compared and cross-checked with the dictionary collection. 

This comparison enables the recognition of pertinent data linked to the individual. Furthermore, the education 

details are cross-referenced with the roster of Indian universities to guarantee precision and pertinence. This 

procedure effectively retrieves and acquires the required and needed data of scientists of Indian origin. 

 

3.5.  Experimental setup 

The Python program utilized for the focused crawler is an experimental system that runs on a 

PyCharm environment on an Intel Core i5 system with a Windows 10 operating system and 8 GB of RAM. 

The allocated memory for the process is 1,024 MB. A Python script for web scraping is developed and 

installed, along with all the necessary libraries. The average internet speed typically reaches approximately 

75 Mbps, while maintaining a consistent connection remains an ongoing difficulty. The issue of network 

disconnection frequently interrupts the crawler's data harvesting process, resulting in significant time and 

data loss when scraping information from a single website. The focused crawler yields promising results, 

generating a comprehensive database of scientists from different laboratories. This is demonstrated in  

Figures 4, 5, and 6, which display sample data from three distinct laboratories. 

 

 

 
 

Figure 4. Sample of .csv file (Salk) created 

 

 

 
 

Figure 5. Sample of .csv file (National MagLab) created 
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Figure 6. Sample of .csv file (AMNH) created 

 

 

3.6.  Data analysis 

Upon concluding the crawling procedure and obtaining the requisite data, the subsequent step is 

analyzing the acquired data. The crawler is implemented with diverse parameter values and depths to capture 

the data and assess the efficacy and constraints of our code. Subsequently, the gathered data is analyzed to 

ascertain the anticipated precision of the data's depth, as well as the necessary bandwidth for each website. 

This analysis aids in determining a suitable indexing technique for effective information retrieval. We also 

perform an exploratory analysis of the datasets to obtain valuable insights that could have an impact on the 

text categorization challenge. Nevertheless, a primary consideration in the development of a classification 

model is the balance of the distinct classes. This entails ensuring that the dataset contains a roughly equal 

distribution of each label. The obtained files provide an illustration of the distribution of the gathered dataset. 

The three datasets namely National Museum of Natural History (AMNH), National MagLab and Salk contain 

583, 712, and 1,116 records respectively. Out of these, our analysis shows that 80% of the scientists are non-

Indians, while only 20% are Indians. Hence, it is evident that our dataset exhibits an imbalance. This can 

exemplify the accuracy paradox, where our accuracy is high, yet we still make inaccurate predictions for all 

classes. Hence, we used other metrics to assess the effectiveness of our model, as accuracy is an inadequate 

statistic for imbalanced data sets. Addressing the problem of class imbalance is a critical undertaking in the 

domain of machine learning, particularly when working with datasets that exhibit a significant discrepancy in 

the representation of several classes. Imbalanced data refers to a dataset in which the distribution of 

observations in the target class is disproportionate. One effective approach for addressing class imbalance is 

the utilization of synthetic minority oversampling technique (SMOTE). The SMOTE algorithm operates by 

producing artificial samples for the underrepresented class, so augmenting its presence within the dataset. 

 

3.7.  Evaluation metrics 

Evaluation metrics are closely associated with tasks in the domain of machine learning. There exist 

numerous methodologies for evaluating the performance of classification algorithms. Accuracy, recall, 

precision, F1-score are widely recognized as prominent evaluation metrics in several domains [46]. 

− Accuracy: Accuracy is the ratio of accurate forecasts to the total number of predictions. The effectiveness 

of the method is contingent upon the presence of an equal distribution of samples across all classes. 

− Recall: Recall denotes the ratio of accurately identified positive outcomes to the total number of pertinent 

samples.  

− Precision: Precision is the proportion of correctly predicted positive results out of the total number of 

positive results expected by the classifier. 

− F1-score: The F1-score is the arithmetic mean of precision and recall, determined using the harmonic mean. 

 

 

4. RESULTS AND DISCUSSION 
In this section, we have performed many experiments to assess the efficacy of different models in 

the text categorization approach. Afterwards, we classify our collected datasets by utilizing several 

supervised machine learning techniques. The Random Forest algorithm with cross validation demonstrated 

the highest level of performance, with a micro-average AUC of 90% for the similar domain [47]. Moving 
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further, three distinct datasets were gathered, specifically the AMNH, National MagLab, and Salk databases. 

We have employed two methodologies to conduct comparative analysis on these three datasets. In the initial 

method, we employed SMOTE and executed a random division, assigning 80% of the observations for 

training data and 20% for the test data set. The second strategy involved employing the SMOTE technique 

and doing hyper parameter tuning with cross-validation on the training data to enhance the model's accuracy. 

Here, we display the output of our experiments with various models used for classification of text on Indian 

origin scientist’s dataset. We evaluated the performance of our models by employing certain measures such 

as precision, accuracy, recall, and F1-score. The measurements offer useful insights into the model's efficacy 

in managing multi-class situations [48], [49]. When evaluating the models and selecting the optimal hyper 

parameters, we considered accuracy. We also utilized the classification report to calculate precision, recall, 

and F1-score. The methods employed include random forest (RF), K-nearest neighbors (KNN), support 

vector machine (SVM), decision tree (DT), simple cart (SC), and logistic regression (LR). The outcomes of 

our studies are presented in Figure 7 show casing a comparison of metrics such as accuracy, precision, recall, 

and F1-score for the first strategy utilizing random division with 80-20 split. The findings of our study 

suggest that none of the six learning algorithms consistently demonstrate strong performance. However, the 

random forest classifier exhibits the highest overall performance. More results presented in Figures 8 and 9. 

Figure 10 presents a comparison of metrics such as accuracy, precision, recall, and F1-score for the 

second strategy utilizing k-fold cross validation. Our findings suggest that among the six learning algorithms, 

the random forest classifier demonstrates the highest overall performance. More results presented in  

Figure 11 and Figure 12. 

 

 

 
 

Figure 7. Classification results (performance metrics for 80-20 random split) AMNH dataset 

 

 

 
 

Figure 8. Classification results (performance metrics for 80-20 random split) National MagLab dataset 
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Figure 9. Classification results (performance metrics for 80-20 random split) Salk dataset 

 

 

 
 

Figure 10. Classification results (performance metrics for 10 fold cross validation) AMNH dataset 

 

 

 
 

Figure 11. Classification results (performance metrics for 10 fold cross validation) National MagLab dataset 
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Figure 12. Classification results (performance metrics for 10 fold cross validation) Salk dataset 

 

 

We have implemented two approaches to conduct comparative analysis. In the initial approach, we 

applied the SMOTE technique and employed a random split, 80% of the data will be used for training 

purposes, while the remaining 20% will be allocated for testing. In the second method, we employed the 

SMOTE technique and performed hyper parameter optimization using cross-validation on the training data to 

train the model. When evaluating the results of the two techniques, specifically the 80-20 random split and  

k-fold cross validation, it is evident that the 80-20 random split outperforms the 10-fold cross validation for 

small datasets such as AMNH and National MagLab. This is demonstrated by achieving accuracies of 90% 

and 93% respectively, as shown in Figure 7 and Figure 8. K-fold cross-validation demonstrates enhanced 

performance when applied to larger datasets such as Salk, as illustrated in Figure 12, achieving a 90% 

accuracy rate. 

This analysis demonstrates the efficacy of the 80-20 random split method for smaller datasets and 

the benefits of using k-fold cross-validation for larger datasets. Various interpretations can be derived from 

this discovery, each providing valuable understanding of the features and consequences of these methods. 

Furthermore, it is crucial to take into account the constraints of the investigation. Smaller datasets such as 

AMNH and National MagLab tend to derive greater advantages from an 80-20 random split. This approach 

offers a clear division of the data, guaranteeing that the model is trained on a substantial percentage of the 

data while still retaining enough for testing. Equilibrium is essential for smaller datasets in which each data 

point holds substantial importance. K-fold cross-validation is particularly advantageous for larger datasets 

like Salk because it guarantees that each data point is utilized for both training and testing, resulting in a 

thorough assessment of the model. It aids in reducing the variability and systematic error that may occur due 

to a single division of data into training and testing sets. 

In smaller datasets, the likelihood of overfitting is increased because there is a limited amount of 

data available for training. The 80-20 split is used to maintain a balance between training and testing data, 

which helps to reduce overfitting and improve generalization. K-fold cross-validation is a reliable method for 

evaluating larger datasets as it calculates the performance by averaging across numerous folds. This 

methodology facilitates the capture of the fluctuations in the data, resulting in a more dependable assessment 

of model performance and enhanced generalization. 

There are a few limitations as well. The conclusions are derived from distinct datasets (AMNH, 

National MagLab, Salk), and the outcomes may differ when using alternative datasets. The attributes of these 

datasets, such as the distribution of features and the balance of classes, can impact the efficacy of the 

techniques. Although the study indicates overall patterns, the extent to which these findings may be applied 

to other situations or areas may be restricted. Distinct domains may display distinct data characteristics that 

can impact the efficacy of the 80-20 split or k-fold cross-validation.  

Ultimately, the 80-20 random split seems to be more efficient for smaller datasets, whereas k-fold 

cross-validation is more suitable for larger datasets. However, it is important to consider the limits of the 

study and the individual characteristics of the datasets when interpreting these conclusions. In order to fully 

generalize these discoveries, it is crucial to do additional study and testing using a wide range of datasets. 
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5. CONCLUSION 
This study emphasizes the need of data retrieval for Indian scientists working in outside National 

laboratories. Manually searching through such a vast amount of material is an unattainable endeavor. Hence, 

it is necessary to develop a focused crawler capable of traversing websites through the utilization of web 

scraping methodologies. The implemented system would facilitate global scientific collaboration by enabling 

scientists around the world from India to communicate with their counterparts in India. This research 

employs efficient web scraping methodologies to initially extract data from websites, which is subsequently 

transformed into an organized manner. The data is prepared and optimized for future procedures using 

natural language processing (NLP) techniques. The significance of a webpage is determined by a keyword 

matching algorithm. The effectiveness of the crawling process depends on the depth of the webpage, which 

acts as the endpoint. By restricting the crawler to URLs within the domain of the parent seed URL, it can 

achieve precise and targeted results. Consequently, the created crawler has the ability to autonomously 

navigate websites and retrieve data. Furthermore, we utilized the text classification techniques on retrieved 

datasets for comparative analysis. The task of text classification entails employing supervised machine 

learning methods to train a model using preprocessed input. Throughout our investigations, we evaluated the 

effectiveness of various supervised models. The evaluation results demonstrate that the SMOTE with 

Standard Random Forest model, utilizing 10-fold cross validation, outperformed other models and achieved 

the highest F1-score of 90% when handling large datasets. Conversely, the SMOTE with standard random 

forest model using an 80-20 random split displayed superior performance in smaller datasets. Overall, the 

Random Forest classifier demonstrated the most favorable outcomes, attaining a micro-average AUC of 90%. 

The results of the aforementioned investigation illustrate the optimal method for text classification. 

In our future endeavors, we plan to enhance the effectiveness of the models by refining them on a 

larger dataset. Additionally, we aim to expand the research to include a wider range of natural language 

processing approaches. In addition, we can determine the temporal efficiency of our method in future 

endeavors. Furthermore, we have future intentions to categorize the data of scientists of Indian descent 

utilizing unsupervised algorithms. Subsequently, we will juxtapose their findings with those of the supervised 

models. In our future endeavors, our goal is to create a comprehensive dataset of Indian-origin physicians 

who are currently practicing in medical facilities located outside of India. 
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