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 The image processing method involves several critical steps, with image 

preprocessing being particularly significant. Segmentation and contour 

extraction on digital images are essential in fields ranging from image 

recognition to image enhancement in various recording devices, such as 

photo and video cameras. This research identifies and analyzes the main 

drawbacks of existing segmentation and contour extraction methods, 

focusing on object recognition. Not all filters effectively remove noise; some 

may clear areas of interest, affecting gesture recognition accuracy. 

Therefore, studying the impact of image preprocessing on gesture 

recognition outcomes is crucial for improving pattern recognition 

performance through more efficient preprocessing methods. This study seeks 

to find an optimal solution by detecting specific features during the 

preprocessing stage that directly influence gesture recognition accuracy. 

This research is a key component of the AP19175452 project, funded by the 

ministry of science and higher education. The project aims to create 

automated interpretation systems for Kazakh sign language, promoting 

inclusivity and technological innovation in communication aids. By 

addressing these challenges, the study contributes to the development of 

more robust and adaptive image preprocessing techniques for gesture 

recognition systems. 
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1. INTRODUCTION 

The challenge of noise suppression in gesture recognition is complex. Existing methods often target 

specific noise types, lacking a universal approach to address all forms of noise. This limitation is crucial in 

applications like sign language recognition, where clarity is paramount. Additive gaussian noise, which adds 

random values to pixels, and impulse noise, which replaces pixels with fixed or random values due to 

transmission errors, are common issues. Both types of noise disrupt image quality, hindering accurate gesture 

interpretation and underscoring the need for more adaptable and comprehensive noise suppression strategies. 

Despite numerous advancements in noise suppression techniques, several unresolved issues remain. 

First, there is no universal approach to handle different types of noise. Second, existing methods often require 

manual adjustments and are not fully adaptive. Third, there is a need for integrated solutions that can 

https://creativecommons.org/licenses/by-sa/4.0/
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dynamically select and apply appropriate preprocessing techniques based on real-time noise conditions. The 

goal of this study is to develop a combined adaptive method of image preprocessing that accounts for various 

types of noise and adapts accordingly to improve the accuracy of gesture recognition. The primary 

contributions of this research include developing an algorithm for real-time noise detection in video 

sequences for gesture recognition systems, creating a combined adaptive method of image preprocessing that 

uses different filters depending on the noise in the input image, and introducing a new mathematical 

framework for adapting preprocessing methods based on the noise level. 

The following sections of the paper will demonstrate how the proposed methods address the 

described problems. The literature review included in the first section will summarize relevant studies and 

contextualize the research within the existing body of knowledge. The “method” section will provide a 

detailed description of the proposed image processing method and noise detection algorithm. The “results 

and discussion” section will compare the results of the proposed method with existing methods and discuss 

its advantages. The “conclusion” section will summarize the main findings and suggest future research 

directions in this field. 

To develop an effective image preprocessing method based on noise detection, it is crucial to 

consider various approaches that have been proposed in the literature. Jin et al. [1] demonstrated the use of 

noise suppression, contrast enhancement, thresholding, and labeling to highlight specific features in images 

for radiographic testing. They showed that noise reduction is a crucial step in image preprocessing to extract 

specific features. Similarly, Huen et al. [2] emphasized the importance of signal preprocessing methods to 

enhance image quality and reduce noise in the context of photoacoustic tomography. Tang et al. [3] discussed 

the use of the constant false alarm rate (CFAR) method for ship recognition in SAR images to overcome 

background clutter and noise, demonstrating that the CFAR method is effective in isolating targets against 

background noise. 

Furthermore, Xi et al. [4] and Torres et al. [5] demonstrated the use of preprocessing methods for 

highlighting fuzzy boundaries in deep neural networks, showing the effectiveness of preprocessing 

techniques in emphasizing essential image features. Kimori [6] proposed an image preprocessing method 

based on the geometric shape of lesions to improve lesion recognition, highlighting the use of prior 

knowledge for effective noise detection. Additionally, Qin et al. [7] discussed various preprocessing methods 

for suppressing noise artifacts in image and object detection algorithms, further emphasizing the importance 

of noise suppression methods. 

An alternative approach was demonstrated by Wang et al. [8], who used anisotropic diffusion filters 

for noise reduction during ultrasound image preprocessing, highlighting the importance of noise reduction in 

medical imaging. Ma et al. [9] also applied noise suppression and joint registration technologies as image 

preprocessing methods to reduce noise in remote sensing images, reiterating the importance of noise 

reduction for data analysis. Collectively, these studies provide a comprehensive overview of various image 

preprocessing methods and their significance in noise reduction and image quality enhancement. 

Rasti et al. [10] offered a review of noise reduction methods in hyperspectral images, highlighting 

the importance of noise reduction as a preprocessing stage. Liu et al. [11] emphasized the use of multi-

operator dynamic weighting for image edge recognition, contributing to noise reduction and image 

preprocessing. Kim et al. [12] proposed multilevel feature extraction using wavelet analysis for deep joint 

demosaicing and noise suppression, demonstrating the potential of advanced preprocessing methods for noise 

reduction and image enhancement. Moreover, Zhang et al. [13] utilized a shape-constrained method for 

remote sensing monitoring, emphasizing the importance of preprocessing methods for noise suppression and 

data quality improvement. 

In conclusion, the synthesis of these studies underscores the importance of image preprocessing 

methods for noise detection and reduction. These methods encompass a wide range of techniques, such as 

denoising, contrast enhancement, and geometrical shape-based preprocessing, all of which are crucial for 

improving image quality and facilitating accurate noise detection. The analysis of scientific articles has 

highlighted that adapted methods of image preprocessing used in gesture language recognition tasks, 

depending on the recognition method, are not reflected in these works.  

The analysis of scientific articles has highlighted that adapted methods of image preprocessing used 

in gesture language recognition tasks, depending on the recognition method, are not reflected in these works. 

This gap in research raises the following research questions: 

a. Which algorithm should be employed to detect noise in datasets, real-time recordings, and video 

sequences for gesture recognition systems? 

b. Is it possible to develop combined adaptive methods of image preprocessing for gesture recognition 

systems that will use various filters depending on the noise in the input image, and what mathematical 

framework needs to be involved for this? 

 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 15, No. 2, April 2025: 1584-1592 

1586 

2. METHOD 

2.1.  Image filtration 

To find the optimal solution for noise in images, an analysis of various image filtering methods that 

directly affect the accuracy of gesture recognition was conducted. If the intensity value of each pixel is 

calculated based on the values of neighboring pixels within a certain vicinity, this transformation is called a 

local transformation, and the vicinity itself is called a window, represented by a matrix known as a mask, 

filter, or filter kernel. The values of the matrix components are called mask coefficients. The center of the 

mask is aligned with the analyzed pixel, and the mask coefficients are multiplied by the intensity values of the 

pixels covered by the mask. Typically, the mask has a square shape of size 3×3, 5×5. 

Filtering an image using a mask of size 𝑚 × 𝑛 is carried out according to (1): 

 

𝑓𝑟𝑎𝑚𝑒𝑛𝑒𝑤  (𝑥, 𝑦) = ∑ ∑ 𝑤(𝑠, 𝑡)𝑓𝑟𝑎𝑚𝑒(𝑥 + 𝑠, 𝑦 + 𝑡)𝑡𝑠  (1) 

 

where 𝑠 and 𝑡 are the coordinates of the mask components relative to its center. These transformations are 

called linear. After calculating the new pixel intensity value 𝑓𝑟𝑎𝑚𝑒𝑛𝑒𝑤  (𝑥, 𝑦), the window in which the filter 

mask is placed shifts, and the saturation of the subsequent pixel is calculated similarly, so this transformation 

is called sliding window filtering. 

Low-pass spatial filters reduce high-frequency components (areas with sharp changes in saturation) 

and leave low-frequency elements of the image unchanged. They are used to reduce noise levels and remove 

high-frequency elements, thereby increasing the accuracy of low-frequency element studies. As a result of 

using low-pass filters, a smoothed or blurred image is obtained. 

Gaussian blur is a linear [14]–[18] transformation of neighboring points to remove noise. The basic 

idea of the algorithm is to take the arithmetic mean of the pixels in some neighborhood as the new pixel 

value. Pixels in the sliding window that are closer to the analyzed pixel should have a greater impact on the 

filtering effect than the outermost ones. Therefore, the coefficients of mask weights can be represented as a 

bell-shaped Gaussian function: 

 

𝐺𝜎 =
1

2𝜋𝜎2
𝑒
−
𝑥2+𝑦2

2𝑎2 =
1

𝜎√2𝜋
𝑒
−𝑥2

2𝜎2 ∗
1

𝜎√2𝜋
𝑒
−𝑥2

2𝜎2  (2) 

 

The larger the parameter 𝜎 is, the more blurred the image is. As a rule, the filter radius 𝑟 = 3𝜎. In this case, 

the mask size is 2𝑟+1×2𝑟+1 and the matrix size is 6𝜎+1×6𝜎+1. Outside this neighborhood, the values of the 

Gaussian function will be negligibly small. 

The classical median filter uses a mask with unit coefficients [19]. The arbitrary shape of the 

window can be set using zero coefficients. The intensity values of the pixels in the window are represented as 

a column vector and sorted in ascending order. The median value in the range is assigned to the filtered pixel. 

The number of median elements after sorting can be calculated by (3): 

 

𝑛 =
𝑁+1

2
 (3) 

 

where 𝑁 is the number of pixels involved in sorting.  

Median filtering is nonlinear because the median of the sum of two arbitrary sequences is not equal 

to the sum of their medians, which in some cases can complicate the mathematical analysis of signals. The 

filter causes smoothing of the vertices of triangular functions. Wiener filtering applies [20] Wiener's adaptive 

approach, based on statistical data analyzed from the local neighborhood of each pixel. The Wiener filter is 

often more effective than the median filter. Another advantage of this filter is that it preserves the edges and 

other high-frequency parts of image objects. However, the Wiener filter requires more computation time than 

the median filter. 

Wiener filtering applies Wiener's adaptive approach, based on statistical data analyzed from the 

local neighborhood of each pixel. The Wiener filter is often more effective than the median filter. Another 

advantage of this filter is that it preserves the edges and other high-frequency parts of image objects. 

However, the Wiener filter requires more computation time than the median filter. In the experiments 

conducted during the description of the problem, we see that not all filters can work well because the filters 

can clean the useful areas of the image in Figure 1(a) along with the noise in the image, that is, such errors 

made during preprocessing directly affect the performance of object recognition, affecting the negative 

recognition. Binarization by the threshold and Bernsen methods contain a lot of noise in the frame both 

before and after filtering, but it is worth noting that after removing the white Gaussian noise by the Wiener 

filter, the Bernsen method clearly separates the hand from the background. Not all filters can remove this 
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kind of noise when dark Gaussian noise and impulse noise (salt and pepper) are added to the frame, but the 

adaptive binarization method does a good job after applying the median and Wiener filter. Binarization by 

the Bernsen method [21], [22] highlights the outline of the object very well in all cases, while threshold 

binarization leaves many objects in the frame. 

Almost all known contour extraction algorithms approach the image as a matrix of numbers with 

values 0...255, integers within one machine byte in Figure 1(b). The considered methods of image outline 

extraction work well when the image has a homogeneous texture and there is no noise in it. If these 

conditions are not met, these methods will also detect extra borders, which will be difficult to separate from 

the main object. For each image, these methods require manual adjustment of thresholds due to different 

image acquisition conditions, such as illumination. Therefore, the application of these methods is rather 

limited. 

It is possible to conclude that if we have a frame with normal quality without noise on the input, it is 

enough to apply binarization by the Otsu method. However, if the frame is too bright, all three filtering 

methods are effective. If the aim is to segment the object in the frame, then adaptive binarization methods 

should be applied. If the frame is dark and the recording was done at night, these frames can be filtered by 

the median or Wiener filter, and adaptive binarization methods can be applied. When impulse noise is 

superimposed on the frame, almost all filtering methods lead to the loss of information. As shown in the 

table, the median and Wiener filter combined with adaptive binarization will lead to good segmentation. If 

the goal is to obtain contours without loss of information, the Bernsen method will work well regardless of 

the superimposed noise. 

 

 

  
(a) (b) 

 

Figure 1. Impact of preprocessing filters on image quality (a) object recognition and (b) influence of texture 

homogeneity and noise 

 

 

2.2.  Noise detection 

Gesture recognition is a classification task, so the data should be divided so that the numerical ratio 

of objects of different classes in the resulting sets is the same as in the original population. Such a sample, 

called a dataset, is needed to train the machine learning model to train the system and then use it to solve 

real-world problems. The experiment used the Kazakh sign language (KSL) alphabet dataset [23], consisting 
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of 42 letters, prepared with 41 classes of datasets, some of which were artificially imposed with random 

noise. Suppose there is a dataset A, as shown in Figure 2, consisting of 41 KSL letters, each class has 100 

frames, and a total of 41 thousand frames are included in the experiment. 

 

А = {𝑎1, 𝑎2, 𝑎3…𝑎41}, where |A| = 41   (4) 

 

Next, random noise 𝑁 was imposed on classes 3,6,8. 

 

𝑓𝑜𝑟 𝑎𝑛𝑦  𝑖 = 3,6,8 ⇒  𝑎𝑖 = 𝑎𝑖 + 𝑁,𝑤ℎ𝑒𝑟𝑒 𝑁 − 𝑛𝑜𝑖𝑠𝑒             (5) 

 

A’- is a dataset with superimposed random noise.  

 

𝐴′ = 𝑎′|𝑖 = 3,6,8| (6) 

 

A̅ – dataset with minus the sets where noise is superimposed. 

 

A̅ = {𝑎𝑖  |𝑖 ≠ 3,6,8|}  (7) 

 

Let's combine the datasets. 

 

𝐵 = A̅ + 𝐴′         (8) 

 

Next, in order to identify frames with noise, we conduct a normalization of dataset B. 

 

𝐵𝑛 =
𝑏𝑖−𝑏𝑖𝑚𝑖𝑛

𝑏𝑖𝑚𝑎𝑥−𝑏𝑖𝑚𝑖𝑛
, 𝑖 = 41    (9) 

 

Construct a frequency element for the total dataset Bn. 
 

∑ 𝑏𝑗𝑖
𝑖=1
𝑖=0 , 𝑗 = 1…41, 𝑖 + 𝑡, где 𝑡 =  

𝑏𝑖−𝑏𝑖𝑚𝑖𝑛

𝑏𝑖𝑚𝑎𝑥−𝑏𝑖𝑚𝑖𝑛
= 0.03 (10) 

 

As a result, we get the following histogram as shown in Figure 3, all frames that are above the set threshold 

contain noise. 

These parameters are used to identify frames where the noise level exceeds the set threshold. The 

proposed noise detection method enables not only the preliminary checking of noise presence in frames 

during the creation of video recordings for real-time gesture recognition systems but also the efficient 

detection of noisy frames in existing datasets [24], [25]. This, in turn, ensures the reliable and successful 

operation of any object recognition systems. 

 

 

 
 

Figure 2. Experimental dataset 
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Figure 3. Identification of frames above threshold 

 

 

2.3.  Combined-adaptive image pre-processing method 

Modern computer technology allows for the automated analysis of various images. This typically 

requires the use of methods and algorithms for image preprocessing, their segmentation to select objects, and 

further study or identification of these objects [26], [27]. However, most of the algorithms used require 

manual image preprocessing. This paper proposes an adapted method of image preprocessing that will use 

filters depending on the noise in the input image and the method of object recognition. 

To eliminate noise-detected frames for systems where objects on the frames are recognized based on 

segmentation or value extraction, the following solution is proposed: 

 

{
 

 
T >  0.3,   cn

T ≤ 0.3 {

𝑓𝑟𝑎𝑚𝑒𝑊𝐺𝑁 ,   (𝑀𝑓 + 𝑃𝑟𝑒𝑤𝑖𝑡𝑡) 𝑜𝑟 (𝑊𝑓 + 𝐶𝑎𝑛𝑛𝑦)

𝑓𝑟𝑎𝑚𝑒𝐵𝐺𝑁 ,   𝑀𝑓 + 𝑅𝑜𝑏𝑒𝑟𝑡𝑠

𝑜𝑡ℎ𝑒𝑟𝑠,   𝑅𝑜𝑏𝑒𝑟𝑡𝑠

 (11) 

 

For a system where the objects on the frames are recognized by selecting the contour, the solution is as (12): 

 

{
 
 

 
 T >  0.3,   cn

T ≤ 0.3 {

𝑓𝑟𝑎𝑚𝑒𝑊𝐺𝑁 ,   (𝑀𝑓 + 𝐴𝑑𝑎𝑝𝑡𝐵𝑖𝑛) 𝑜𝑟 (𝑊𝑓 + 𝐴𝑑𝑎𝑝𝑡𝐵𝑖𝑛)𝑜𝑟(𝑀𝑓 + 𝐴𝑑𝑎𝑝𝑡𝐵𝑖𝑛)

𝑓𝑟𝑎𝑚𝑒𝐵𝐺𝑁 ,   (𝑀𝑓 + 𝐴𝑑𝑎𝑝𝑡𝐵𝑖𝑛) 𝑜𝑟 (𝑊𝑓 + 𝐴𝑑𝑎𝑝𝑡𝐵𝑖𝑛)

𝑜𝑡ℎ𝑒𝑟𝑠,   𝑇ℎ𝑟𝑒𝑠ℎ𝐵𝑖𝑛

      (12) 

 

Thus, the proposed image preprocessing algorithm for object selection does not assume the presence of prior 

knowledge about the image, making the algorithm universal. This algorithm can be used in research aimed at 

developing gesture recognition systems for adaptive preprocessing. 

 

 

3. RESULTS AND DISCUSSION 

The experiment involved a dataset of 4,100 frames, recorded in real-time, with every fifth frame 

from 500 being used, resulting in 100 frames per class across 41 classes. Three classes were subjected to 

random noise. To identify noise, a frequency threshold of 0.03 was used; frames above this were classified as 

noisy. An adaptive preprocessing method was applied, using appropriate filters based on the noise type and 

object recognition method. The combined approach of adaptive binarization, median, and Wiener filters 

proved effective, especially for dark gaussian and impulse noise, significantly improving gesture recognition 

accuracy. 

The study found that while generative adversarial networks (GANs) are efficient for noise removal, 

the adaptive preprocessing method is more flexible and less resource-intensive. This approach can adapt to 

various noise types without the need for retraining, offering significant advantages in diverse conditions [28]. 

Additionally, it provides greater control over the preprocessing process, making it a preferable choice for 

Frame index or number 
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certain applications. Despite its strengths, the adaptive preprocessing method has a level of computational 

complexity that may require optimization for real-time use. Addressing this challenge would enhance its 

applicability in time-sensitive systems, ensuring seamless integration. 

In conclusion, the adaptive preprocessing method offers a robust solution for handling noise in 

gesture recognition. Ensuring reliable performance across various noise conditions. While further 

optimization and the integration of advanced machine learning techniques are needed for real-time 

applications, the method's flexibility and effectiveness make it a balanced and practical alternative to GAN-

based solutions. 

 

 

4. CONCLUSION 

In this article, to answer the research questions that were asked in the introduction, we conducted a 

series of experiments and came to the following conclusions: First, to detect noise, you need to define the 

exact domain of the problem, in order to determine the frequency element, which in turn can provide 

information about the frames where there is noise. The proposed method is primarily oriented for use in 

image processing in machine vision systems. In particular, for the selection of the sensitivity threshold when 

selecting the contours of objects or when segmenting, when selecting features. In contrast to the existing and 

most popular methods discussed in this paper, it is adaptive, which depends on the value of the noise level. 

Second, during the experiment, a comparison of image segmentation methods was carried out, since the 

segmentation in the image along with the segmentation of the object can clear the useful areas of the object 

itself, this, in turn, affects the result of object recognition. A comparison of methods of outline extraction has 

shown that these methods work well if the image has a homogeneous texture and there is no noise in it. Next, 

the well-known filters and re-segmentation of frames were applied. During the comparison, we found out the 

peculiarities of the application of different segmentation methods after different filters. Based on the data 

obtained during the experiment and based on observation, an adapted method of image preprocessing was 

proposed, which in turn proved to be effective in frame processing. 
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