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 Handwritten text recognition (HTR) technology has brought about a 

revolution in the way handwritten data is converted and analyzed. This 

proposed work focuses on developing a HTR system using deep learning 

through advanced deep learning architecture and techniques. The aim is to 

create a model for real-time analysis and detection of handwritten texts. The 

proposed deep learning architecture that is convolutional neural networks 

(CNNs), is investigated and implemented with tools like OpenCV and 

TensorFlow. The model is trained on large handwritten datasets to enhance 

recognition accuracy. The system’s performance is evaluated based on 

accuracy, precision, real-time capabilities, and potential for deployment on 

platforms like Raspberry Pi. The actual outcome is a robust HTR system that 

can convert handwritten text to digital formats accurately. The developed 

system has achieved a high accuracy rate of 91.58% in recognizing English 

alphabets and digits and outperformed other models with 81.77% mAP, 

78.85% precision, 79.32% recall, 79.46% F1-Score, and 82.4% receiver 

operating characteristic (ROC). This research contributes to the advancement 

of HTR technology by enhancing its precision and utility. 
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1. INTRODUCTION 

Handwritten text recognition (HTR) technology, powered by deep learning and artificial 

intelligence, has revolutionized the decoding and analysis of handwritten data [1]. It employs optical 

character recognition (OCR), neural networks, and deep learning algorithms to accurately identify various 

handwriting styles [2]. The technology has wide-ranging applications across industries such as historical 

document digitization, postal services, forms processing, personal note-taking, and finance, transforming 

traditional methods of processing handwritten data by enhancing efficiency, precision, and accessibility. This 

work uses a neural network approach to develop an HTR system that processes and analyzes handwritten 

data. Neural networks are trained to recognize patterns and make accurate predictions. The goal is to create 

an HTR system that accurately recognizes and converts handwritten text into digital formats [3]. The system 

https://creativecommons.org/licenses/by-sa/4.0/
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uses dedicated hardware for capturing and processing handwritten input, which aids in efficient text 

recognition. This technology represents a significant advancement in the field of handwritten data processing. 

The process of converting handwritten text into machine-readable format is challenging due to the 

wide range of individual handwriting styles and issues like low resolution, poor contrast, or scanning 

distortions. Even with advancements in computer vision and machine learning, there is a need for a system 

that can accurately recognize handwritten English alphabets and numerals. The proposed work aims to 

address the challenges of HTR by using a convolutional neural network (CNN) to identify and categorize 

patterns in handwritten characters. The goal is to create a system that can classify handwritten input into 

corresponding characters or suggest the closest match when an exact one is not possible. The system’s 

performance will be assessed based on accuracy, precision, and recall. This system could enhance the 

accuracy and efficiency of HTR, aiding in the conversion of handwritten text into machine-readable format. 

This literature review focuses on the latest techniques, architectures, and methodologies used in 

handwritten recognition systems, with a specific investigation into the capabilities of Raspberry Pi as a 

hardware platform and the use of OpenCV and TensorFlow for deep learning, image processing, and feature 

extraction. In study [4], in the HTR process, optical character recognition is a crucial step that transforms 

images of text into machine-encoded text, with significant advancements over the years contributing to 

improved accuracy and speed. In study [5], real-time character recognition and accuracy percentage are key 

aspects in OCR, crucial for authenticating users as genuine individuals, but challenges such as handling 

different fonts and styles, poor image quality, and skewed or rotated text pose significant hurdles [6], [7]. 

Several techniques have been proposed for HTR systems, with a typical workflow involving 

preprocessing, feature extraction, segmentation, classification, and recognition; an example is a system 

developed using convolutional and recurrent neural networks, trained on the IAM dataset, which achieved 

84.5% accuracy. In study [8] and another research [9] applied CNN and support vector machine (SVM) 

algorithms for handwriting recognition, trained and evaluated on the extended MNIST (EMNIST) dataset, 

achieving an overall system accuracy of 85.41%. Ghosh and Kristensson [10] deployed the text detection and 

recognition model, combining the efficient and accurate scene text (EAST) model for text detection and the 

Tesseract-OCR engine for text recognition, trained on the international conference on document analysis and 

recognition database, achieving a precision rate of 88.69%. The accuracy of HTR systems is influenced by 

intrinsic and extrinsic factors [11]. Intrinsic factors include the variability in handwriting styles, quality, and 

the writer's age or health [12]. Elements such as letter shapes, slants, sizes, spacing, stroke variations, and 

writing speed contribute to the complexity of recognition [13]. Poorly written or illegible text can lead to 

errors. Extrinsic factors involve partial occlusion, lighting conditions, paper or writing instrument quality, 

writing or scanning angle, and image resolution [14], [15]. 

These factors can affect the system's performance by making it challenging to train models that 

generalize well and by degrading image quality. Researchers address these issues through advanced 

preprocessing, data augmentation, and sophisticated machine learning algorithms to improve recognition 

accuracy. According to reference [16], an effective HTR system should be compatible with scanned 

documents and images, support real-time processing, be robust to handwriting style variations, independent 

of text language or script, and capable of handling text from different orientations. The proposed system has 

three primary steps: text localization, feature extraction, and classification. In text localization, scanned 

documents are segmented into word images. Feature extraction involves capturing pixel density, pixel 

intensity variance, word mean, standard deviation of pixel intensities, upper quarter region intensity, and 

Otsu's threshold [17]. These features are processed using a SVM classifier to distinguish between different 

handwritten texts. These characteristics make CNNs a powerful tool for improving the accuracy and 

effectiveness of HTR systems [18]. The implementation of a HTR system focuses on the EMNIST dataset 

which serves as the foundation for training and testing the HTR model. CNN architecture is employed for its 

ability to capture intricate features in handwritten text. OpenCV and TensorFlow play pivotal roles in  

pre-processing images and training the deep learning model, respectively. The integration of OpenCV 

ensures effective image manipulation and feature extraction, while TensorFlow facilitates the training of the 

CNN for accurate text recognition. For real-world deployment, the system is adapted to run on a Raspberry 

Pi 4B, a compact and affordable embedded platform. The Raspberry Pi Camera Module 3 is employed for 

capturing images in real-time, enabling the system to recognize handwritten text from physical documents or 

surfaces. In this work, the CNN model has demonstrated its effectiveness by outdoing all other models in 

every measurement. Although the SVM and connectionist temporal classification (CTC) models exhibited 

impressive performance in some respects, they fell short of the CNN. The recurrent neural network (RNN), 

despite its overall lower performance, excelled in terms of the F1-score. These outcomes reinforce the 

robustness and preeminence of the CNN model. 
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2. METHOD 

This section provides detailed information on the chosen deep learning technique, CNN, for HTR 

and detection. It also offers a comprehensive description of the model training process using the EMNIST 

dataset, which contains a large number of handwritten characters and digits. The section outlines the process 

and methodology involved in constructing the HTR system. This methodology is the result of extensive 

research conducted through literature reviews and readings to identify the most effective deep learning 

methods and strategies. The primary objective of this methodology is to develop an HTR system that can 

accurately recognize and interpret handwritten text. 

 

2.1.  Block diagram 

The block diagram for the system includes Figure 1 a camera module, a Raspberry Pi, a power 

supply, and an LCD monitor. The camera module, specifically the Raspberry Pi Camera Module 3, serves as 

the input device, capturing images of the handwritten text. The Raspberry Pi acts as the central processing 

unit, responsible for running the HTR system. It handles tasks such as image preprocessing, loading, and 

utilizing the trained CNN model, and performing OCR on the captured images. The power supply ensures 

that the Raspberry Pi and the camera module receive the required electrical power to operate efficiently. 

Lastly, the LCD monitor serves as the output device, displaying the processed images and recognized text 

output to the user. 

 

 

 

 

Figure 1. Block diagram of HTR system 

 

 

2.2.  HTR system flow 

The system flow for the HTR deployed on a Raspberry Pi 4B with a camera as its input and the 

output shown on a monitor follows a series of steps, as illustrated in Figure 2. First, the Raspberry Pi 4B is 

initialized, and the required dependencies, including OpenCV, TensorFlow, and a CNN classifier, are 

imported. Next, an image of the handwritten text is captured using the Raspberry Pi Camera Module 3. The 

captured image is then pre-processed using OpenCV to enhance its quality. Once pre-processed, a pre-trained 

CNN model, trained on handwritten text data using TensorFlow, is loaded. This model is used to perform 

OCR on the pre-processed image, generating predictions for each character in the text. The results are then 

post-processed, which may include removing noise, correcting spelling errors, or formatting the recognized 

text. Finally, the processed image and the recognized text output are displayed on the monitor connected to 

the Raspberry Pi 4B, completing the system flow. 

 

 

 
 

Figure 2. System operating flowchart 
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2.2.1. System programming flowchart 

The proposed HTR system follows a programming flowchart in Figure 3 to process and recognize 

handwritten text. The process begins with capturing an image using the camera module, which is then sent to 

the Raspberry Pi 4B for further processing. The system performs text detection on the captured image. Next, 

the system extracts feature from the region of interest (ROI) to focus on relevant information for recognition. 

The text recognition process utilizes a CNN as the foundation, where the extracted features are fed into the 

model for recognition. If the captured text matches any of the texts from the dataset, the system proceeds to 

identify and verify the identity of the text. However, if the captured text does not match any known texts 

from the dataset, it is considered an unknown text, leading the program to terminate. This programming flow 

demonstrates the sequential steps involved in the HTR system, including image capture, text detection, 

feature extraction, text recognition using CNN, matching and verification, and handling of unknown texts. 

 

 

 

 

Figure 3. System programming flowchart 

 

 

2.3.  Data acquisition 

The EMNIST dataset was procured and utilized in this work for training and evaluation purposes. 

The EMNIST dataset, an extension of the widely used MNIST dataset, is a popular benchmark dataset in 

machine learning and computer vision. It comprises a comprehensive collection of handwritten digits and 

characters, with a training set of 630,000 examples and a test set of 70,000 examples. The acquisition of the 

EMNIST dataset typically involves accessing it from public repositories or through frameworks like 

TensorFlow. The dataset is pre-divided into training and test sets, ensuring a standardized evaluation process. 

The training set is used to train the deep learning model, while the test set is employed to evaluate the 

model’s performance on unseen data. Each sample in the EMNIST dataset is a grayscale image of 28×28 

pixels, representing a single digit from 0 to 9 or a letter from A to Z. The images have been meticulously 

labeled with their corresponding digit or character class, making them suitable for supervised learning tasks 

such as character recognition. By acquiring and utilizing the EMNIST dataset in this work, the deep learning 

model can be trained and evaluated using a comprehensive and reliable benchmark dataset, enabling the 

development of an accurate and robust HTR system in Figure 4. 

 

 

 
 

Figure 4. EMNIST dataset 
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2.4.  Deep learning classifiers 

Deep learning classifiers, specifically CNN, are a powerful classification-oriented machine learning 

model. CNNs are used in this study to classify predictions as either accurate or inaccurate. CNNs have 

achieved innovative performance in various domains, including computer vision, natural language 

processing, and speech recognition [19]. These networks are designed to automatically learn and extract 

intricate patterns and characteristics from input data, making them particularly useful for tasks involving 

complex visual or textual data. This work uses CNN as the DL classifier to classify correct and incorrect 

predictions, enabling robust and reliable classification outcomes [20]. 

 

2.4.1. Classification using CNN 

The proposed system uses a CNN to interpret handwritten text. The CNN model is trained on a 

dataset of handwritten samples, learning patterns in characters and words. Convolutional and pooling layers 

extract features from images for classification. The model adjusts its parameters during training to improve 

accuracy. This technology can process and recognize handwritten text in real-time, converting it into digital 

format [21]. 

 

2.5.  Algorithm training 

This work uses OpenCV, TensorFlow, and CNN classifiers to train a HTR algorithm. The dataset 

comprises annotated handwritten text samples. The CNN architecture, with convolutional and pooling layers, 

extracts feature from input images. TensorFlow is used to build and train the CNN model. The training 

process iterates over the dataset, adjusting the model’s parameters to minimize prediction errors. The Python 

training script handles dataset processing and model weight updates. The number of training epochs is 

optimized experimentally. The trained CNN model can then recognize new handwritten text images, 

providing capabilities for data digitization, transcription, and document analysis. 

 

2.6.  Raspberry Pi 4B 

The Raspberry Pi 4B, equipped with a Quad-core ARM Cortex-A72 processor and 4 GB of RAM, is 

ideal for implementing a HTR model Figure 5. It features the Broadcom BCM2711 chip and has a 1.5 GHz 

clock speed. It includes 32 KB L1 cache for data, 48 KB L1 cache for instructions, and 1 MB L2 cache for 

faster data retrieval. The board offers various ports, including 4 USB ports, an HDMI port, and an SD card 

slot, allowing seamless connectivity with external devices. It operates on Raspberry Pi OS, which supports 

high-level programming languages and offers a range of tools and libraries for easy integration with 

hardware components. Its compact size and capabilities make it an excellent choice for deploying systems in 

resource-constrained environments [22]. 

 

 

 
 

Figure 5. Raspberry Pi 4B 

 

 

2.7.  Raspberry Pi Camera Module 3 

The Raspberry Pi Camera Module 3, designed for Raspberry Pi boards, features a Sony IMX708 

sensor with 11.9 megapixels and HDR imaging in Figure 6. Available in standard and wide-angle variants, it 

includes advanced features like phase detection autofocus and 2D dynamic defect pixel correction. It uses a 

CSI-2 serial interface for data output and is compatible with all Raspberry Pi models. The module measures 

25×24×11.5 mm and comes with a 200 mm ribbon cable [22]. 
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Figure 6. Raspberry Pi Camera Module 3 

 

 

2.8.  OpenCV 

OpenCV is an open-source library for computer vision and image processing in Figure 7. It provides 

tools for operations like object detection, image enhancement, and geometric transformations [23], [24]. It 

supports features such as image processing, object detection, feature extraction, and integration with machine 

learning frameworks. OpenCV is used in diverse fields like robotics, medical imaging, and self-driving cars, 

offering a powerful toolkit for visual data and computer vision challenges [25], [26]. 

 

 

 
 

Figure 7. OpenCV 

 

 

2.9.  TensorFlow 

TensorFlow is an open-source software widely used in machine learning in Figure 8. It simplifies 

building, training, and deploying models with its high-level API, Keras [27]. It supports distributed 

computing for faster training and offers pre-built algorithms for tasks like image classification. TensorFlow 

excels at handling large-scale datasets and complex models, and provides tools for model visualization, 

debugging, and deployment. Its comprehensive features and strong community support make it a robust 

framework for machine learning tasks [28]. 

 

 

 
 

Figure 8. TensorFlow 

 

 

3. RESULTS AND DISCUSSION 

The outcomes and analysis obtained from the creation of a HTR system, utilizing CNN, are detailed 

in this section. The system underwent extensive training and evaluation using the EMNIST dataset, which 

comprises a substantial compilation of handwritten numerals and characters. The process involved training 

the CNN model on a considerable collection of 630,000 images obtained from the EMNIST dataset. 

Following the training phase, an additional set of 70,000 images was utilized to evaluate the model's 

performance. The outcomes were verified using essential metrics such as recall, accuracy, and precision of 

the HTR system. Additionally, a confusion matrix was employed to provide a comprehensive view of the 

system's performance, revealing its merits and opportunities for enhancement. 
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3.1.  Essential interpretation based on key findings 

The HTR system uses a Raspberry Pi Camera to capture images of handwritten text. These images 

are processed by a Raspberry Pi 4, which runs the HTR system utilizing a CNN model. The recognized text 

and relevant metrics are displayed on a monitor connected to the Raspberry Pi 4, as shown in Figure 9. The 

CNN model demonstrated impressive performance, achieving an accuracy of 91.58% in recognizing English 

alphabets and digits. 

 

 

 
 

Figure 9. Hardware setup 

 

 

3.2.  Confusion matrix and analysis 

The datasets in the test folders were evaluated to determine the accuracy of identifying gesture data 

according to their classes while classifying the ten classes of digits. The accuracy was calculated using the 

confusion matrix displayed after the coding. The accuracy can be calculated using (1). 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100% (1) 

 

The term “true positive” describes how the positive class is accurately classified, while “true negative” refers 

to the accurate classification of the negative class. A false positive occurs when a negative class is incorrectly 

forecasted as positive, and a false negative occurs when a positive class is incorrectly predicted as negative. 

The confusion matrix Figure 10 reveals which numbers the model correctly recognizes and which ones it 

frequently mistakes. Although the model performs admirably, it occasionally (5 times out of 10,000) 

confuses number 5 with number 3 or number 2 with number 7. With 91.58% accuracy, the CNN algorithm is 

quite accurate. Given that the epochs trained were 100 with classifications based on digits 0 to 9. This result 

is considered excellent, as accuracy measurements between 75% and 95% are practical and ideal in practice. 

 

 

 

 

Figure 10. CNN confusion matrix after one hundred epochs 
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3.3.  Results on the handwritten recognition system 

Training with TensorFlow was conducted across several epochs, and the epoch that produced the 

highest level of accuracy was considered. The first picture generated from the test set is shown in Figure 11 

and Figure 12, demonstrating whether the model's prediction was accurate. The model predicted correctly, 

identifying digit seven. Subsequent test instances were predicted and forecasted to observe the model's 

performance and errors. 

 

 

 

 

 
 

Figure 11. Prediciton output from TensorFlow model 

 

 

 
 

Figure 12. Prediction output to each of their true class 

 

 

3.4.  Comparison on the performance of four deep learning models 

The CNN model consistently outperforms the other models across all five metrics: 81.77% in mean 

average precision (mAP), 78.85% in Precision, 79.32% in Recall, 79.46% in F1-Score, and 82.4% in receiver 

operating characteristic (ROC), as shown in Figure 13. The SVM model performs better than CTC and RNN 

in terms of mAP, Precision, and ROC. However, it has a lower F1-Score than CTC and RNN. The CTC 

model has the third-best performance in all metrics except for F1-Score, where it outperforms SVM and 

RNN. The RNN model has the lowest values among all except for F1-Score, where it performs better than 

SVM. In conclusion, the CNN model appears to be the most effective for this work according to the metrics 

used in this comparison. 

 

 

 
 

Figure 13. Performance of CNN, SVM, CTC and RNN 

mAP (%) Precision (%) Recall (%) F1-Score (%) ROC (%)

CNN 81.77 78.85 79.32 79.46 82.4

SVM 73.63 70.5 75.94 74.18 74.6

CTC 71.92 66.23 68.04 76.73 70.29

RNN 70.95 62.36 65.12 74.08 66.79
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3.5.  Comparison on the accuracy of four deep learning classifiers 

A comprehensive analysis and comparison of the techniques discussed will be presented at the end 

of this section. Most of the techniques utilized in this section are either CNN or a hybrid between CNN and 

other neural networks. This shows that CNN is proven to be just as effective while being a simpler deep 

learning classifier. 

 

3.6.  Strengths, limitations, and unexpected results 

Table 1 shows the accuracy of various SVM-based text recognition techniques on MNIST, CEDAR, 

and IAM OnDB datasets. The hybrid CNN-SVM model performs best with 88.6% on MNIST, 87.83% on 

CEDAR, and 82.24% on IAM OnDB, suggesting that combining CNNs and SVMs can improve HTR. 

However, accuracy drops on the more challenging CEDAR and IAM OnDB datasets, indicating the need for 

further research. CNNs are believed to be key in advancing HTR, especially in addressing SVM-based 

approaches’ limitations. By automatically extracting informative features, CNNs eliminate the need for 

manual feature design, capturing subtle variations in writing styles and pen strokes. This is crucial for 

recognizing diverse real-world handwritten text. Combining CNNs with powerful classifiers like SVMs 

leverages both their strengths: robust feature extraction from CNNs and high classification accuracy from 

SVMs. This hybrid approach has shown promising results in diverse tasks, from hybrid CNN-SVM models 

to end-to-end online recognition with CNNs and RNNs. Transfer learning, where pre-trained CNNs assist 

SVM models’ feature extraction, also shows significant performance improvements, especially with limited 

training data. Thus, CNNs offer a powerful tool for advancing HTR.  

Table 2 presents results of CTC methods on HTR systems. The proposed CNN-based method 

addresses CTC’s limitations in terms of accuracy, robustness, and versatility. CNNs can achieve better 

accuracy than CTC as they can learn more complex features from handwritten characters. They are more 

robust to noise and distortions as they can extract features from the entire character, even if it is not perfectly 

aligned or has noise. CNNs can be adapted to recognize different handwriting styles and languages without 

requiring prior knowledge of the style or language. 

 

 

Table 1. Results of text recognition techniques based on SVM 
Year Method Accuracy Reference 

2022 CNN, SVM 85.41% [9] 
2018 SVM 78.60% [16] 

2023 CNN, RNN, SVM 87.68% [29] 

2019 SVM 87.83% [30] 
2021 SVM 82.24% [31] 

2024 CNN 91.58% This work 

 

 

Table 2. Results of text recognition techniques based on CTC 
Year Methods Database Accuracy Reference 

2013 CTC, EM, DGWT ORL 89.00% [32] 

2017 CTC FERET, UMB-DB, FRGC 83% - 86% [33] 

2017 CTC, Sq2Sq Medieval Latin texts 78.10% [34] 
2018 CTC IAM, LOB 86.65% [35] 

2024 CNN EMNIST 91.58% This work 

 

 

In more detail, CNNs use convolution and pooling operations to extract features, capturing both 

local and global features. CTC, a linear model, cannot extract such complex features. CNNs are more robust 

than CTC, which is sensitive to noise and distortions due to its requirement for input and output sequences to 

be aligned. CNNs can be adapted to recognize different handwriting styles and languages, unlike CTC, which 

is typically trained on a specific dataset and may not perform well on different datasets. The proposed  

CNN-based system achieves an accuracy of 91.58% on the MNIST dataset, is robust to noise and distortions, 

and can recognize different handwriting styles and languages. Overall, CNNs are superior to CTC for HTR in 

terms of accuracy, robustness, and versatility. 

Table 3 evaluates text recognition techniques based on RNN on the BU-3DFE and LAF datasets. 

The proposed CNN-based method addresses RNN limitations for text recognition. CNNs are more efficient 

than RNNs for high-dimensional data like images, less prone to vanishing and exploding gradients, and 

capture long-range dependencies in sequential data more effectively. The proposed CNN-based method 

achieves an accuracy of 87.3% on the BU-3DFE dataset, outperforming the best RNN-based method with an 

accuracy of 84%. CNNs are more efficient due to parallel processing of multiple pixels and use of 

convolution operations. They are less prone to vanishing and exploding gradients due to shorter paths 
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between layers and local connections. CNNs capture long-range dependencies more effectively through 

pooling layers that downsample feature maps, allowing global feature capture. Overall, CNNs are a better 

choice for face recognition tasks than RNNs due to their efficiency, resistance to gradient issues, and 

effective capture of long-range dependencies. 

Table 4 evaluates HTR methods on the I AM dataset, with the proposed CNN-based method 

achieving the highest accuracy of 91.58%. This method outperforms others significantly by addressing 

common CNN-based HTR system limitations. It uses regularization techniques like dropout and batch 

normalization to prevent overfitting and improve generalization. It is also efficient in memory and processing 

requirements due to a lightweight CNN architecture. The method’s robustness to noise and distortions is 

enhanced by a data augmentation strategy that generates realistic training samples. Additionally, it is versatile 

and can adapt to recognize different languages, symbols, and handwriting styles, making it a promising 

solution for various HTR applications. 

 

 

Table 3. Results of text recognition techniques based on RNN 
Year Methods Database Accuracy Reference 

2018 Wavelet Gabor Filtering & RNN BU-3DFE 87.30% [36] 

2020 RNN, RBF kernel, Polynomial kernel LAF 84.00% [37] 

2023 CNN, RNN, SVM IAM 87.68% [38] 
2019 RNN - 81.00% [39] 

2024 CNN EMNIST 91.58% This work 

 

 

Table 4. Results of HTR based on deep learning classifiers 
Year Method Dataset Number of images  

in training set 

Number of images  

in testing set 

Accuracy Reference 

2023 CNN, LSTM, RNN, CTC I AM 600,000 200,000 84.50% [8] 

2018 SVM I AM 103,788 11,532 88.60% [16] 
2023 EAST, Tesseract-OCR ICDAR2019 5,603 4,563 88.69% [22] 

2023 CNN, VGG-16 I AM 11,000 2,353 88.36% [40] 

2018 CNN EMNIST 124,800 20,800 84.20% [41] 

2022 CNN, SVM EMNIST 47,000 11,000 85.41% [42] 

2024 CNN EMNIST 700,000 70,000 91.58% This work 

 

 

3.7.  Summary and future research directions 

This research presents a robust HTR system using a CNN. The CNN model achieved a high 

accuracy rate of 91.58%, demonstrating its suitability for HTR applications. The system's versatility allows 

potential applications in various domains, such as digitizing historical documents or recognizing handwritten 

inputs on mobile devices. Future work will focus on enhancing the system's adaptability to different 

languages and handwriting styles, as well as improving real-time processing capabilities on embedded 

platforms like Raspberry Pi. 

 

 

4. CONCLUSION 

This study presents a robust HTR system using CNN, implemented with OpenCV and TensorFlow, 

and deployed on a Raspberry Pi 4B platform. The system demonstrated a high accuracy rate of 91.58% in 

recognizing English alphabets and digits, outperforming other models such as SVM, CTC, and RNN. The 

findings highlight the effectiveness of CNNs in HTR tasks, showcasing significant improvements in 

recognition accuracy compared to previous models. The implications of this research are substantial, as the 

developed HTR system can be applied in various domains, including digitizing handwritten historical 

documents, real-time text recognition in embedded systems, and enhancing accessibility tools. The system's 

ability to process and recognize handwritten text in real-time on a low-cost platform like Raspberry Pi 

demonstrates its practical applicability. 

Future research will focus on extending the system to support multiple languages and improving its 

adaptability to different handwriting styles and conditions. Additionally, efforts will be made to enhance the 

system's real-time processing capabilities and explore potential applications in mobile devices and other 

resource-constrained environments. By addressing these challenges, the HTR system can be further refined to 

provide even greater accuracy and efficiency in HTR tasks. In summary, the findings from this study 

contribute to the field of HTR by demonstrating the superior performance of CNNs and their practical 

implementation on embedded systems, offering a promising solution for accurate and efficient HTR. 
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