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 This work is devoted to the research and development of methods for 
effectively identifying breast pathologies using modern machine learning 

technologies, such as you only look once (YOLOv8) and faster region-based 

convolutional neural network (R-CNN). The paper presents an analysis of 

existing approaches to the diagnosis of breast diseases and an assessment of 
their effectiveness. YOLOv8 and Faster R-CNN architectures are then 

applied to create pathology detection models in mammography images. The 

work analyzed and classified identified breast pathologies at six levels, 

taking into account different degrees of severity and characteristics of the 
diseases. This approach allows for more accurate determination of disease 

progression and provides additional data for more individualized treatment 

planning. Classification results at various levels can improve the quality of 

medical decisions and provide more accurate information to doctors, which 
in turn improves the overall efficiency of diagnosis and treatment of breast 

diseases. Experimental results demonstrate high accuracy and speed of 

image processing, providing fast and reliable detection of potential breast 

pathologies. The data obtained confirm the effectiveness of the use of 
machine learning algorithms in the field of medical diagnostics, providing 

prospects for the further development of automated systems for detecting 

breast diseases in order to improve early diagnosis and treatment efficiency. 
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1. INTRODUCTION  

Modern medical diagnostic technologies [1]–[3] are rapidly integrating the capabilities and 

principles of machine learning to improve the accuracy and efficiency of disease detection [4]–[7]. One of 

https://creativecommons.org/licenses/by-sa/4.0/
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the urgent tasks in the field of women's health is the diagnosis [8] of breast pathologies [9]–[12], among 

which are various forms of cancer [13], [14] and other dysfunctions. This paper examines the study of 

effective methods for identifying breast pathologies and is of particular importance. Machine learning, in 

particular the you only look once (YOLOv8) [15]–[17] and faster region-based convolutional neural network 

(R-CNN) [18], [19] algorithms, provide promising tools for automating the process of analyzing medical 

images. These methods can not only detect potential pathologies in mammography images, but also classify 

them into different levels of severity. This approach opens up new horizons for early diagnosis and a 

personalized approach to the treatment of breast diseases. 

In this work, we focus on the development and testing of methods for effectively detecting breast 

pathologies [20] using YOLOv8 and Faster R-CNN. Analysis of these methods, their comparison and the 

results of application in medical practice can significantly advance the field of diagnosis and treatment of 

breast diseases, increasing the accuracy and efficiency of diagnostic procedures. Providing access to modern 

and effective methods for diagnosing breast pathologies is becoming an extremely important element of 

public health strategy. Breast diseases, especially breast cancer, are among the most common and dangerous 

to women's health. In this regard, the use of advanced machine learning technologies represents a promising 

tool for improving the efficiency of screening and diagnosis, reducing the time between detection and 

initiation of treatment. However, despite the potential benefits, the implementation of machine learning 

algorithms in medical practice requires careful research and verification of their accuracy, reliability and 

compliance with healthcare data security standards. In this study, we also address these aspects by 

considering how machine learning technologies can be successfully integrated into clinical practice and what 

measures need to be taken to ensure their safe and effective use. 

As a result of this study, we aim not only to introduce new methods for the effective detection of 

breast pathologies, but also to demonstrate their potential for practical application in the medical field, 

offering an important contribution to improving the diagnosis and treatment of breast diseases at the stage of 

their early detection. Against the backdrop of constant development of technology and growing needs in the 

healthcare sector, effective detection of pathologies [21], [22] of the mammary gland is becoming an urgent 

task in global healthcare. Breast cancer remains one of the most common and deadly cancers among women. 

Duggento et al. [23] reviews the application of deep learning (DL) algorithms in the medical field, with a 

focus on the analysis of histopathological images, especially in the field of breast histology. The authors 

highlight the success of DL architectures in computer vision and medical image processing tasks, cautioning 

that these techniques can outperform human experts. The article also discusses the development of DL 

algorithms specialized for pathology images, including the use of databases and challenges. Concluding, the 

authors discuss the future challenges and opportunities that the introduction of DL paradigms into the field of 

pathology will bring for the detection, diagnosis, staging and prognosis of breast cancer. Pan et al. [24] 

focuses on the quantification of mitoses in pathological sections, which has important implications for the 

pathological diagnosis of breast cancer. The authors provide an overview of current methods for mitotic 

detection, including traditional approaches, deep learning methods, combined methods, and others. The 

performance of each method is reviewed, and solutions to the problem of imbalance of positive and negative 

samples in mitotic datasets are discussed. The article concludes with a review of current methods and 

prospects for future directions in mitotic research in breast cancer. 

Pesapane et al. [25] discusses breast cancer risk models that estimate the likelihood of developing 

the disease based on risk factors. Considering mammographic density as an important risk factor, the authors 

are exploring new imaging techniques. Pathologists provide data to assess risk, and physicians provide 

individual assessments and preventive measures for those at increased risk. Genetic testing of tumors guides 

personalized screening and treatment decisions. The application of artificial intelligence in mammography 

integrates image, clinical, genetic and pathological data to develop risk models. The introduction of new 

imaging technologies, genetic tests, and molecular profiling is improving the accuracy of risk models. 

Disease complexity, limited data availability, and model input parameters are discussed. Emphasizes the need 

for a multidisciplinary approach for earlier detection and improved outcomes. Despite significant progress in 

the field of medical diagnostics, the high incidence and complexity of detecting breast diseases highlight the 

need to introduce innovative approaches, such as machine learning methods, for more efficient and timely 

detection of pathologies. Using machine learning algorithms such as YOLOv8 and faster region-based 

convolutional neural network, new perspectives are opening up for automated analysis of medical images, 

which can significantly improve the quality of diagnosis and thereby increase the chances of successful 

treatment. This study is intended to highlight the relevance of these methods in medical practice, as well as 

shed light on their potential in improving treatment outcomes and the overall health of women in the fight 

against breast pathologies. 
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2. METHOD 

This study analyzes the training process of two advanced computer vision algorithms, you only look 

once (YOLOv8) and Region-based convolutional neural network (Faster R-CNN), in detecting breast 

anomalies in mammographic images. However, to be fully confident in their effectiveness and reliability, 

additional testing is required on broader and more diverse image processing datasets, such as normalizing 

pixel values and histogram equalization to increase contrast and highlight important details of tissue 

structure. A notable feature in data preprocessing was the use of anomalous zone masks instead of point 

coordinates, which made it possible to effectively highlight the bounding boxes (Bboxes) of anomalies. 

These masks served as annotation for the models, providing information about pathology class and pathology 

level. The data was divided into training and validation sets to ensure correct training and validation of the 

models. Training was carried out on two models: YOLOv8 and faster R-CNN as shown in Figure 1. During 

training, pre-trained weights were used, and the models were run through training epochs. The validation 

process involved evaluating the performance of the models on the validation dataset. The results were 

analyzed using graphs showing the dependence of loss, accuracy and F1-measure on the number of training 

epochs. The process of training computer models to detect anomalies in medical images is a complex and 

multi-task task. Based on the analysis, it can be concluded that both models have potential for use in medical 

diagnostics, especially in the field of detecting breast abnormalities in mammographic images. However, to 

be fully confident in their effectiveness and reliability, additional testing is required on wider and more 

diverse datasets, as well as error analysis to identify and eliminate potential model flaws. 

An important step is to carefully tune hyperparameters, including regularization parameters and 

learning coefficients, to achieve an optimal balance between accuracy and generalization ability of the model. 

Also, testing is carried out on validation and test samples to assess the overall efficiency and stability of the 

Faster R-CNN model. The study begins with a comparative analysis of the results of training and testing 

Faster R-CNN using accuracy, recall and F1-measure metrics. These metrics evaluate the model's ability to 

accurately detect and localize breast pathologies. A comparison is then made with an alternative method such 

as YOLOv8 as shown in Figure 2 to highlight the advantages of Faster R-CNN in providing high accuracy in 

pathology detection. 

 

 

 
 

Figure 1. Faster R-CNN architecture 

 

 

 
 

Figure 2. YOLOv8 architecture 
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Additionally, the methodology pays attention to analyzing the influence of the size of the training 

sample and various training parameters on the final results of Faster R-CNN. This allows you to identify 

optimal settings and conditions to achieve maximum accuracy in the context of detecting breast pathologies. 

The final results and conclusions become the basis for an informed choice of the Faster R-CNN method as an 

effective means of identifying breast pathologies with a high level of accuracy in medical practice. The 

methodology provides for the creation of a quality control system, which includes mechanisms for automated 

and manual analysis of identified pathologies Faster R-CNN. This stage aims to test the reliability and 

accuracy of the model results in real clinical practice. Manual verification of detected changes by medical 

specialists provides an additional level of confidence in the correct detection of pathologies, especially in 

cases where high accuracy is critical. In addition, the methodology includes an analysis of the computational 

resources required to apply the Faster R-CNN model in real time or near real time. This is an important 

aspect when considering the possibility of integrating the developed method into medical institutions, where 

diagnostic efficiency is critical. The final comparison of Faster R-CNN results with other machine learning 

methods and traditional approaches in the field of mammography summarizes the advantages of this method 

in providing high accuracy in identifying breast pathologies. The presented approach has the potential to 

significantly improve the quality of diagnosis and increase the effectiveness of combating breast diseases at 

the stage of their early detection. 

 

 

3. RESULTS AND DISCUSSION  

In this work, we will consider two key models: Faster R-CNN and YOLOv8, trained on a 

mammography dataset for the task of detecting anomalies in the mammary glands. The training results of 

these models were recorded in the form of metrics such as training and validation loss, accuracy and  

F1-measure. The Faster R-CNN training and validation loss graph illustrates how the loss on the training and 

validation datasets decreases over the course of the training epoch. This indicates that the model is 

successfully improving its generalization ability by minimizing errors. The convergence of the curves also 

indicates the absence of overfitting, which is confirmed by the high accuracy and F1-measure on both the 

training and validation data sets. The training and validation accuracy for Faster R-CNN shows a consistent 

increase with each epoch, reaching a value of about 0.99 by the end of training. This indicates that the model 

is successfully capturing patterns in the data and is becoming increasingly accurate in its predictions. A 

similar improvement is seen in the F1-measure, which approaches 0.97, highlighting the balance between 

accuracy and completeness of the model as shown in Figure 3. 

 

 

 
 

Figure 3. Faster R-CNN model training results 

 

 

Similar to faster R-CNN, YOLOv8 also demonstrates a successful learning process. The plot of 

losses on training and validation data shows a rapid decrease in losses in the initial epochs, which indicates a 

high convergence rate of the model. The accuracy and F1-measure for the training and validation datasets 

also consistently improve, reaching values of about 0.97 and 0.96, respectively as shown Figure 4. 

Comparing the two models, it can be noted that both of them demonstrate high performance and are 

successfully trained for the task of detecting anomalies in mammograms. However, it is worth noting that 

Faster R-CNN shows a slight improvement in accuracy and F1-measure values compared to YOLOv8, 

especially in the final training epochs. A model as shown in Figure 5 was developed to classify breast cancer 
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using 1,318 images with varying levels of pathology. The image processing process included the stages of 

normalization, equalization and masking to identify pathological changes. To evaluate the effectiveness of 

the YOLOv8 and Faster R-CNN methods in identifying breast pathologies, an extensive dataset was used, 

including 1,318 images with various forms of pathologies. The dataset was balanced between malignant and 

benign images, and also provided a five-level classification of breast cancer. This approach allows for a more 

complete and objective assessment of the effectiveness of both models for identifying pathologies in medical 

images of the breast. 

 

 

 
 

Figure 4. YOLOv8 model training results 

 

 

 
 

Figure 5. Model for detecting breast cancer pathology 
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This approach to processing and classifying breast images provides a systematic and comprehensive 

assessment of tissue health, which is especially important in medical applications. Thanks to the use of 

normalization and equalization methods, as well as the use of YOLOv8 and Faster R-CNN, the model 

demonstrates high sensitivity and accuracy in detecting various pathologies. A balanced dataset with diverse 

classes allows for a more representative assessment of model performance, taking into account different 

forms and levels of breast pathologies. This approach encourages confidence in classification results and 

promises significant improvements in breast cancer diagnostics. 

 

 

4. CONCLUSION 

The presented study successfully demonstrates the use of two state-of-the-art deep learning models, 

YOLOv8 and Faster R-CNN, to detect breast pathologies in mammographic images. Both models showed 

high performance in terms of accuracy, F1-score and processing speed, indicating their potential for practical 

applications in the medical field. The Faster R-CNN model consistently outperformed YOLOv8 in accuracy 

and F1-score, especially in the later stages of training, achieving an accuracy of about 0.99 and an F1-score 

of 0.97, highlighting its robustness in detecting and classifying breast abnormalities. YOLOv8, despite 

having slightly lower accuracy, has demonstrated high processing speed, making it suitable for applications 

where fast analysis is critical. It achieved an accuracy of about 0.97 and an F1-measure of 0.96, highlighting 

its effectiveness in detecting breast pathologies. 

The importance of data preprocessing steps such as normalization, histogram equalization and the 

use of anomaly zone masks was particularly emphasized. These steps greatly contributed to the stability of 

the training process and the reliability of the models in detecting breast pathologies. Both models were 

trained and validated on a balanced dataset of 1,318 mammographic images spanning various levels of 

pathology, ensuring their ability to cope with a wide range of breast abnormalities, from benign to malignant. 

Integrating these models into clinical practice promises to increase early detection and diagnosis of breast 

disease, ultimately improving patient outcomes. Further research is recommended to focus on optimizing 

training parameters and model architectures, as well as expanding the data set and conducting thorough error 

analysis to further improve the models and ensure their reliability and accuracy in real-world clinical settings. 
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