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 The article explores fundamental techniques for converting text into 

numerical data for machine learning algorithms. It meticulously examines 

various methods, including word vector representation via neural networks 

like Word2Vec, and explains the principles behind linear models such as 

logistic regression and support vector machines. Convolutional neural 

networks (CNN) and long short-term memory (LSTM) methods are also 

discussed, covering their components, mechanisms, and training processes. 

The research extends to developing and testing software for spam detection, 

hate speech identification, and recognizing offensive language. Using two 

datasets—one for labeled text messages and another for Twitter posts—the 

study analyzes data to address challenges like imbalanced data. A 

comparative analysis among linear models, deep neural networks, and 

single-layer models, using pre-trained bidirectional encoder representations 

from transformers (BERT) network, reveals promising results. The 

convolutional neural network stands out with a remarkable accuracy of 0.95. 

The study also adapts neural network architectures for hate speech and 

offensive language classification. 

Keywords: 

Artificial intelligence 

Language classification 

Machine learning algorithms 

Neural networks 

Spam detection 

This is an open access article under the CC BY-SA license. 

 

Corresponding Author: 

Jamil Abedalrahim Jamil Alsayaydeh 

Department of Engineering Technology, Fakulti Teknologi dan Kejuruteraan Elektronik dan Komputer 

(FTKEK), Universiti Teknikal Malaysia Melaka  

76100 Melaka, Malaysia 

Email: jamil@utem.edu.my 

 

 

1. INTRODUCTION 

Due to the vast volume of content created and distributed on the Internet, it has become increasingly 

challenging for moderators to promptly detect and remove harmful or objectionable content [1]–[3]. 

Additionally, the dynamic nature of online content and user interactions makes it difficult to establish static 

rules or guidelines for moderators to adhere to. Thus, the utilization of artificial intelligence for automatic 

moderation presents a pertinent and crucial solution to this issue. Our objective is to investigate the 

effectiveness of employing neural networks for regulating text content, specifically in detecting spam, hate 

speech, and abusive language using machine learning algorithms. This involves analyzing the features of 

machine learning methods for natural language processing tasks, such as text classification, developing a 

model for identifying spam messages based on deep neural networks, comparing the results obtained with 
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classical machine learning methods, creating a text classification model for detecting hate speech and 

offensive language based on the trained bidirectional encoder representations from transformers (BERT) 

transformer model, and analyzing the accuracy and efficiency of the developed model. To accomplish this, 

we propose the development of a software implementation of machine learning algorithms designed to detect 

spam and hate speech in online communication. Our research integrates methods and algorithms of natural 

language processing commonly utilized for text classification. 

Thus, in order to utilize the most appropriate and up-to-date information, as well as effective methods, it 

is necessary to verify the relevance of the data involved in our research. Among the subject areas to which 

scientific works correlating with our chosen scientific direction can belong are computer science, engineering, and 

mathematics. It is evident that the choice is quite obvious and aligns with our scientific objectives to investigate the 

effectiveness of using neural networks to regulate textual content using machine learning methods. 

Works [4]–[8] delve into the methods and means of detecting social spam, which encompasses 

illegal text content [9]–[13], offensive language, hate speech, cyberbullying, and disinformation. In [1], the 

need for the development of effective methods for detecting social spam is emphasized, wherein the support 

vector method (SVM), random forest, and naive Bayesian algorithm are employed to address this crucial 

social problem. They propose a concept for developing more accurate and context-dependent hostile 

language detection systems [14]. Such machine learning algorithms as the support vector method, random 

forest, Bayesian classifier, k-nearest neighbor’s method, and multilayer perceptron are explored in [3]. In [4], 

various speech models-transformers like BERT, XLNet, and RoBERTa are compared in their efficacy in 

detecting clickbait headlines. Additionally, [6] underscores the necessity for interdisciplinary cooperation 

among information technology professionals, sociologists, and legal experts to devise effective and ethical 

solutions to the problem of harmful content.  

Various works offer solutions to the spam problem. In [5], a model based on the convolutional 

neural network (CNN) architecture is proposed. Research [7] claims that the deep learning long short-term 

memory (LSTM) model outperforms other models in terms of all metrics: accuracy, reliability, recall, and 

F1-score. In [8], the emphasis is on the problem of classification accuracy of emotional coloring in text data, 

and it is found that the best model is a random forest, achieving an accuracy of over 80%. Research [15]–[19] 

underscores the importance of classification accuracy and spam message detection using transformer models 

and ensemble learning [20]. Proposed transformer models, including BERT and eXtreme Gradient Boosting 

(XGBoost), are utilized for spam classification and detection. 

Another group of works proposes directions and methods for solving the spam problem [20]–[24]. 

The authors of [16] introduce a new approach to text classification based on CNN and Bidirectional LSTM 

models, which, in their opinion, better capture semantic information and demonstrate increased accuracy for 

tweet classification. The work [25] suggests an approach that combines a pre-trained transformer model with 

a CNN, while [21], [22], [26] presents a spam detection system in the Twitter network in real-time alongside 

sentiment analysis using machine learning and deep learning methods. The authors of [17] proposes a new 

approach to improving spam detection using a deep recurrent neural network, while [18]–[20] presents a 

binary classifier based on machine learning. In article [9], based on a comprehensive review of methods and 

evaluation metrics for detecting socially unacceptable statements, it is concluded that future research should 

focus on developing more reliable and accurate methods capable of coping with the dynamics of text data 

flows on online platforms [27], [28]. Online communication abuse takes many forms – it can be 

cyberbullying, misinformation, spam, and more. Online propaganda deserves particular attention – through 

widespread use of fake accounts on social media, various political or public figures and organizations can 

disseminate desired information to shape public opinion. This creates a challenge for information filtering 

and control [29]–[31]. Typically, owners of various online forums or chats use people to monitor published 

content, but this method has obvious drawbacks – a person physically cannot review the content of hundreds 

of messages posted in a short period, especially during mass spam attacks on users. Large platforms such as 

Twitter [23], [26] or Facebook use software tools to detect content that violates platform rules, but they also 

have limitations – these tools often do not consider the message context or the cultural background of its 

author, thus they frequently block content that does not violate community guidelines [14], [18], [20], [22]. 

This issue is highly relevant for social network Instagram. Therefore, modern automated content moderation 

tools are not flawless, and despite existing solutions that use artificial intelligence to detect illicit content, this 

area requires further research [32]–[37]. 

 

 

2. METHOD  

In this scientific work, authors solve the task of text classification using machine learning 

algorithms [38]–[40]. Such algorithms are not able to work directly with text data, for this they need to be 

converted into a numerical format - vectors. Therefore, we analyzed the main methods [41]–[43] of text data 

representation [44]: one-hot vector, bag of words, term frequency–inverse document frequency (TF-IDF),  
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n-grams, as well as vector representation of words and its implementation through the word2vec model  

[45]–[48]. In particular, two model architectures are involved in the research [49]–[52]: Continuous bag of 

words (CBOW) and Skip-gram, linear machine learning algorithms and neural networks. There are several 

methods, the most common of which is “bag of words.” The bag of words marks the presence of a word in 

input documents compared to all words in the dataset. Therefore, its implementation requires a dictionary of 

all used words and an indicator of word presence [53], [54]. All data inputted into machine learning models 

will thus be represented as numerical vectors (1): 

 
[𝑥1, 𝑥2, 𝑥3…𝑥𝑛],  (1) 

 

The previous method can be improved by representing each word in the vector not just as 0 or 1, but rather 

by its count in the document or its frequency relative to the total number of words in the text. The main 

drawback of this approach is that words appearing in every document will have the highest frequency and 

create informational noise. To address this issue, term frequency–inverse document frequency (TF-IDF) 

exists – a metric that determines the significance of a word for a specific document against its significance 

for the entire corpus. It is logical to assume that a word appearing in all input data will have a low value for a 

specific document, whereas a word appearing in only one document will better describe it. TF-IDF is 

calculated for each word, and the higher the value of the metric, the more significant the word is for the 

document. The formula for the metric is as (2): 

 

𝑡𝑓 − 𝑖𝑑𝑓 = 𝑡𝑓 ∗ log(
𝑛

𝑓
)  (2) 

 

𝑡𝑓 – term frequency, 𝑛 – total number of documents, 𝑓 – number of documents containing the word. The 

essence of our research is the use of machine learning algorithms to detect spam.  

Dense vectors or context vectors are vectors used to describe a word based on its relationships with 

other words. Given a sentence, we can take a specific window around the chosen word with a size of n words 

to represent its context. Words that have similar contexts – meaning they share the same surrounding words 

as word x, will be considered synonyms or semantically similar to word y. Then, for the chosen word, we can 

form a vector [𝑥1, 𝑥2, 𝑥3…𝑥𝑛]where each variable represents the frequency of each word's occurrence in the 

corpus within the vicinity of the chosen word. Since words are represented as vectors, we can measure the 

similarity between words using the formula of the dot product, specifically finding the cosine similarity (3): 

 

cos 𝛼 = 
𝑎∗𝑏

|𝑎|∗|𝑏|
  (3) 

 

where a and b are vector representations of words. Word2vec is a two-layer neural network that processes 

text by “vectorizing” words. It takes a textual corpus as input and produces a set of dense vectors 

representing words in that corpus. There are two main architectures: CBOW and skip-gram. 

Authors used Python programming language, libraries for machine learning, natural language 

processing and data visualization NLTK, sklearn, matplotlib.pyplot, seaborn, neattext as tools for research. 

As a development environment, Google Colab was used an interactive online environment for performing 

data analysis and visualization tasks, which allows you to break the code into separate parts, run them 

independently of each other, visualizes the process of code execution in real time and gives the opportunity to 

immediately see the result execution of the desired part of the program, which greatly simplifies their writing 

and debugging. 

 

2.1.  Classifier of linear models, LSTM, spam based CNN and BERT 

2.1.1. Data analysis and pre-processing 

The dataset used for model training consists of 5,574 text messages, which are labeled as spam and 

non-spam. Figure 1 presents an overview of the dataset, including general statistics such as word frequency 

and class distribution. This visualization helps to understand the nature of the data and its balance, which is 

critical for training effective classification models. 

Stop-words are words that are present in the text, but by themselves do not make sense, such as 

conjunctions, prepositions, other official parts of speech, and exclamations. Also, stop words usually include 

words that are found in almost all corpora of a certain language. By throwing them out, you can get rid of 

unnecessary noise and give more weight to words that are more important and have a significant impact on 

the content of the document. The NLTK library contains a built-in list of stop words for each language.  
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Figure 1. Description and visualization of the data set  

 

 

Since the specific meaning of words is relatively unimportant for spam detection, stemming can be 

used. It is much faster and easier to implement. There are several stemming implementations in the NLTK 

library. The target variable in the dataset takes two string values. Since the models can only work directly 

with numerical data, we encode the value of the target variable according to the binary classification 

problem. Using the built-in train_test_split() function of the sklearn library, we split the data set into training 

and test samples. Tokenization is the process of dividing a document into word components - tokens, after 

tokenization, we will convert documents into numerical vectors using the methods of “bag of words”, n-

grams and TF-IDF. To do this, we will use the sklearn library package for extracting features from text data 

and classes for vectorization. Let's involve instances of the CountVectorizer and TfidfTransformer classes to 

create new datasets for each feature extraction method. For each of the data sets, we train two linear models: 

logistic regression and the support vector method. We will use the following metrics to evaluate the models: 

− Accuracy-score – the ratio of the number of correctly predicted classes to the number of all predicted 

data, characterizes the accuracy of the model; 

− Precision-score – the ratio of the number of correctly predicted positive (y=1) data to the number of all 

predicted positive data, which characterizes the error with which the model can accept data marked as 

negative as positive; 

− Recall – the ratio of the number of correctly predicted positive data to the sum of the number of correctly 

predicted positive and falsely predicted negative data, characterizes the model's ability to determine 

positive data; 

− F1-score – a metric used to calculate the ratio of the proportion of objects that were classified by the 

model as positive and really were positive to the proportion of found positive data from all positive data 

in the set, calculated by the formula: 

 

𝐹 = 𝛽2 + 1 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙

𝛽2𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑅𝑒𝑐𝑎𝑙𝑙
  

 

where β – is the weight for metrics. 

After training the model and testing the model, the following metrics were obtained: 

− Accuracy-score=0.952, precision-score=0.97, recall=0.93, f1-point=0.95 for logistic regression trained on 

“bag of words”; 

− Accuracy-score=0.94, precision-score=0.964, recall=0.91, f1-point=0.936 for the method of support 

vectors trained on the “bag of words”; 

− Accuracy-score=0.94, precision-score=0.988 recall=0.89, f1-score=0.93 for logistic regression trained on 

the “bag of unigram and bigram”; 

− Accuracy-score=0.947, precision-score=0.988, recall=0.9, f1-score=0.94 for the method of support 

vectors trained on the “bag of unigram and bigram”; 

− Accuracy-score=0.95, precision-score=0.976, recall=0.922, f1-score=0.95 for logistic regression trained 

on TF-IDF vectors; 

− Accuracy-score=0.9679144385026738, precision-score=0.98, recall=0.955, f1-score=0.966 for the 

support vector method trained on TF-IDF vectors. 

To visualize the quality of the models, we will output the error matrix for each data set for each 

model. Figure 2 demonstrates where Figure 2(a) shows error matrices for logistic regression and Figure 2(b) 

shows the support vector method that we can see that both models for bag-of-words data are equally good at 

identifying non-spam messages. But the linear regression method is better at directly classifying spam itself.  

Figure 3 demonstrates that the above matrices and we can conclude that for data sets containing 

unigram and bigram. Figure 3(a) shows error matrices for logistic regression (left). Figure 3(b) shows the 

support vector method the models give almost identical results, but in turn predict less false positive data.  

We can conclude that the determination of the message label as spam or not spam does not improve 

much when taking into account the additional context. Because when using the n-grams dataset, the overall 

accuracy of the model did not improve, it even decreased slightly, but at the same time the model does less 
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spam detection errors. Fewer false-positive data and the lowest accuracy are demonstrated by models trained 

on data in the TF-IDF indicator format. 

For TF-IDF format data in Figure 4 demonstrates that the support vector method better classifies 

messages containing spam, while allowing fewer errors than logistic regression. Figure 4(a) shows error 

matrices for logistic regression. Figure 4(b) shows the support vector method. 

 

 

  

(a) (b) 

 

Figure 2. Error matrices for logistic regression (a) and the support vector method and  

(b) for the “bag of words” data set 

 

 

  
(a) (b) 

 

Figure 3. Error matrices for logistic regression (left) (a) and the support vector method and 

 (b) (right) for the “bag of words” data set 

 

 

  

(a) (b) 

 

Figure 4. Error matrices for logistic regression (a) and the support vector method (b) for the TF-IDF dataset 
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3. RESULTS AND DISCUSSION  

This section describes using CNN and LSTM neural network architectures for spam classification. 

In order to train neural networks on our data, it is necessary to bring all vectors, that is, all documents, to a 

fixed length. As the dimension value of the vectors, authors take the length of the largest document. Authors 

change the dimensionality of the vectors using the pad_sequences() function of the Keras library, the 

padding= argument will have the value “post”, which indicates the zero values of the function, due to which 

we expand the vector and add them to the end. 

 

3.1.  Description of the network architecture 

Embedding layer: input data to the network is a sequence of words, which are represented as 

integers word indexes in the dictionary. The Embedding Layer transforms these integers into vectors of given 

dimension containing the representation of the word through its contextual relationship with other words. 80 

is the size of the length of the input vector of tokens, and the dimension of dense vectors is 100; 

− LSTM: A layer of an LSTM network that can store long-term dependencies in sequential data. It consists 

of neurons for processing sequential input data and saving information about the state of the neural 

network; 

− GlobalMaxPooling1D: a layer acting as a filter for features generated by LSTM, its output is the 

maximum value from each vector of features; 

− Dropout and batch normalization: a dropout layer is applied after the LSTM layer to filter the number of 

firing neurons to prevent overtraining. After that, batch normalization is applied to standardize the input 

data to the previous layer; 

− Dense: a fully connected layer accepts LSTM output data after processing by several layers, contains 80 

neurons, for nonlinear transformation of the input data by the rectified linear unit (ReLU) activation 

function; 

− Dropout: repeated removal of a part of neurons; 

− Dense: an output dense layer with one neuron and a sigmoid activation function, used to calculate the 

output probability that an object belongs to a class. 

Figure 5 presents the performance of the LSTM-based network. Figure 5(a) shows the accuracy 

curve for both training and validation sets, indicating consistent improvement and good generalization. 

Figure 5(b) illustrates the loss curve, which steadily decreases, suggesting that the model is not overfitting 

and is learning effectively over time. 

 

 

  
(a) (b) 

 

Figure 5. Graph of network losses and accuracy based on LSTM model (a) accuracy plot and (b) loss plot 

 

 

From the given graphs, we can say that the network is not overtrained, because the losses on the 

validation data are constantly decreasing. We initialize the convolutional neural network. Figure 6 

demonstrates the architecture of a convolutional neural network. 

Let's perform the following description of the network architecture: 

− Embedding layer: the layer vectorizes the input data into dense context vectors. The size of the input 

vectors is 80, and the dimension of the dense vectors is 50. Convolutional layer: A convolutional layer 

containing 64 filters is applied, with a one-dimensional kernel of dimension 3 and a ReLU activation 

function. This layer performs a convolution operation on the input sequence thus forming a feature map 

for the vector. GlobalMaxPooling1D: The input data are feature maps from the convolutional layer, the 

current layer in turn selects the maximum value from each feature map, thus reducing the data volume 

and highlighting the most important information. Dropout and Batch Normalization: removing part of the 

neurons and standardizing the input data to speed up and regulate the network. Dense: the output data 
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after “screening” and standardization passes through a fully connected dense layer with 256 neurons and 

ReLU activation function. This layer performs a non-linear transformation of the input data, enabling the 

network to learn complex data relationships. Dropout and batch normalization: repeatedly removing part 

of the neurons and standardizing the input data to speed up and regulate the network. Figure 7(a) 

demonstrates that plot the accuracy and Figure 7(b) demonstrates that losses of the convolutional 

network.  

This model is also not overtrained; one can say that the accuracy values for the training data are 

relevant for the entire dataset since they coincide with the model's accuracy for the validation data. The 

accuracy of the convolutional neural network exceeds the accuracy of the long short-term memory network. 

Figure 8 demonstrates a comprehensive comparison, let's output the confusion matrices for the deep networks 

and calculate the key metrics. 

 

 

 
 

Figure 6. Architecture of a convolutional neural network 

 

 

  
(a) (b) 

 

Figure 7. Plot of accuracy and loss for a convolutional neural network (a) accuracy and (b) loss 

 

 

  
(a) (b) 

 

Figure 8. The confusion matrices for (a) LSTM and (b) CNN  
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Metrics for the models: Accuracy Score: 0.92, Precision Score: 0.88, Recall: 0.98, F1-Score: 0.928 

for LSTM. Accuracy Score: 0.95, Precision Score: 0.96, Recall: 0.94, F1-Score: 0.95 for CNN. 

 

3.2.  Parameters analysis, and results  

BERT is a language representation model designed to create bidirectional representations for deep 

neural networks on raw, unannotated text by combining left and right contexts in all layers. All models in the 

BERT family use a partial implementation of transformer models, namely encoders, as the network's output is a 

language model. BERT is pre-trained on “dirty” text data, so there is no need to perform preprocessing that was 

used for linear models and neural networks. Dense layer: A fully connected layer consisting of one neuron and a 

logistic activation function to return the probability of an object belonging to a class. Next step is to train the 

model and output the confusion matrix Figure 9 demonstrates loss and accuracy plots similarly to deep 

networks. 

 

 

 
 

Figure 9. The loss and accuracy plot for the BERT-based model 

 

 

BERT is trained using masked token prediction and next sentence prediction. Through this training 

process, BERT acquires contextual, latent representations of tokens based on their context. Figure 10 

demonstrates the loss and accuracy plot for the BERT-based model.   

 

 

 
 

Figure 10. The loss and accuracy plot for the BERT-based model 

 

 

3.3.  Comparison and discussion 

For classification, we will use the architectures of models for spam classification, but since we have 

three classes in the dataset, for each of the networks, we need to change the output layer and the loss 

function. As the output layer, we used a dense connected layer with one neuron and a logistic activation 

function, thus obtaining the probability of an object belonging to the target class. After making changes to the 

architecture, we will train deep learning models and demonstrate the loss and accuracy graph. Figure 11 

demonstrates accuracy and loss plot for the LSTM-based model. Figure 12 demonstrates accuracy and loss 

plot for the CNN-based model 
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Figure 11. Accuracy and loss plot for the LSTM-based model 

 

 

 
 

Figure 12. Accuracy and loss plot for the CNN-based model 

 

 

To analyze the accuracy of the models, we will apply a confusion matrix. Figure 13 demonstrates 

confusion matrices for LSTM Figure 13(a) and CNN Figure 13(b). The results of the confusion matrices 

allow us to understand the performance of the models. Both models make the most errors when classifying 

hate speech, often mistaking it for offensive language. Specifically, the accuracy in classifying posts 

containing hate speech is lower than the accuracy in classifying posts containing offensive language or 

“normal” posts. The models perform best at distinguishing offensive language from regular posts. Overall, 

considering all error values, it can be concluded that this implementation of the convolutional neural network 

handles the task better than the long short-term memory network. 

 

 

  
(a) (b) 

 

Figure 13. Confusion matrices for (a) LSTM and (b) CNN  
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Let's compute the metrics of the models for each class for comparison, and we can see the results in 

Tables 1 and 2. These tables present the performance of the LSTM and CNN models across hate speech, 

offensive language, and regular posts. Table 3 further demonstrates the classification metrics for the BERT-

based model, allowing for a comprehensive comparison among all three approaches. Table 1 shows metrics for 

each class of publication for the LSTM model. Table 2 shows for each class for publication for the CNN model. 

 

 

Table 1. Metrics for each class of publications for the LSTM model 
 Accuracy-score Precision-score Recall F1-score 

Hate speech 0.75 0.78 0.62 0.69 

Offensive language 0.75 0.8 0.71 0.75 

Regular posts 0.75 0.8 0.745 0.77 

 

 

Table 2. Metrics for each class of publications for the CNN model 
 Accuracy-score Precision-score Recall F1-score 

Hate speech 0.76 0.72 0.68 0.70 

Offensive language 0.76 0.82 0.74 0.78 
Regular posts 0.76 0.81 0.81 0.81 

 

 

Table 3. Metrics for each class of publications for the model based on BERT 
 Accuracy-Score Precision-score Recall F1-score 

Hate speech 0.3 0.33 0.3 0.31 
Offensive language 0.3 0.35 0.32 0.33 

Regular posts 0.3 0.32 0.33 0.32 

 

 

The proposed architecture based on BERT fields rather poor results. We can assume that this is 

related to the nonlinearity of dependencies in textual data since our network is essentially equivalent to a 

linear model with a single Embedding layer. In the context of spam detection, a comparative study was 

conducted for linear models, deep neural networks, and single-layer models using the pre-trained BERT 

network. Additional datasets were created for different text representation techniques, namely bag-of-words, 

n-grams, and TF-IDF. As a result, three pairs of logistic regression and support vector machine models were 

trained. All models achieved reasonably high overall accuracy, with logistic regression performing better in 

identifying spam for the standard bag-of-words, while the support vector machine had higher metrics for  

TF-IDF. The lowest overall accuracy was observed for the TF-IDF data format, although the gap in all 

metrics for the three datasets is not significant. Deep models and the BERT-based model were then trained. 

The convolutional neural network model demonstrated the highest accuracy with a value of 0.95. 

For the classification of hate speech and offensive language, we used the same neural network 

architectures as for spam, adapting their output layer for multi-class classification tasks. Again, the 

convolutional neural network achieved the highest accuracy - 0.76, while the BERT-based model showed 

very low results - 0.3. 

 

 

4. CONCLUSION 

The main techniques for representing text in numerical format for machine learning algorithms were 

investigated, analyzing their characteristics, working principles, advantages, and disadvantages. The method 

of word vector representation using neural networks, exemplified by the word2vec model, was detailed. For 

the chosen linear models—logistic regression and support vector machines—an explanation of their working 

principles and mathematical foundations was provided. The description of convolutional neural networks and 

the long short-term memory method included their basic architectural components, operational principles, 

and training processes. The specificity of using convolutional layers for textual data was also discussed. 

A dataset was selected for each classification task. The research work includes a detailed description 

of the data preprocessing and feature extraction process using various methods. Corresponding 

implementations of machine learning algorithms were trained for each dataset, and model performance 

results were demonstrated. It was found that logistic regression and support vector machines can classify 

spam with high accuracy, and different data representations minimally affect the model results. From the 

research findings, it was concluded that detecting spam in messages is weakly dependent on the semantic 

content of the text; frequently used words can be crucial indicators of spam. 
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