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 This paper introduces an effective intrusion detection system (IDS) for the 

internet of things (IoT) that employs a conflict-driven learning model within 

a multi-agent architecture to enhance network security. A double deep 

Q-network (DDQN) reinforcement learning algorithm is implemented in the 

proposed IDS with two specialized agents, the defender and the challenger. 

These agents engaged in an antagonistic adaptation process that dynamically 

refined their strategies through continual interaction within a custom-made 
environment designed using OpenAI Gym. The defender agent aims to 

identify and mitigate threats by matching the actions of the challenger agent, 

which is designed to simulate potential attacks in the environment. The 

study introduces a binary reward mechanism to encourage both agents to 
explore and exploit different actions and discover new strategies as a 

response to adversarial actions. The results showcase the effectiveness of the 

proposed IDS in terms of higher detection rate the comparative analysis also 

validates the effectiveness of the proposed IDS scheme with an accuracy of 
approximately 96%, outperforming similar existing approaches. 
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1. INTRODUCTION 

The increasing connection of physical and digital worlds through internet of things (IoT) devices has 

unleashed many benefits across industries [1]. However, increasing interconnected devices has created a 

complex cybersecurity landscape. This has resulted in unique vulnerabilities, which malicious actors often 

exploit. These attacks can compromise critical aspects, such as privacy, integrity, and availability [2]. 

Traditional security measures need help adapting to the dynamic nature of the IoT and attackers' evolving 

tactics [3]. Resource limitations on many devices necessitate robust and lightweight security solutions [4]. 

intrusion detection systems (IDSs) are crucial for identifying and mitigating cyber threats in the IoT, but their 

dependence on known attack signatures limits their effectiveness against unknown and evolving threats [5], 

[6]. This limitation highlights the need to develop adaptive IDSs that detect known attacks and adapt to 

uncover unknown security threats and attacks. 

Recent advancements in machine learning (ML) techniques and their integration into IDSs have 

shown promising results in the context of network security [7], [8]. However, IDS developed using 

supervised learning models highly depend on labelled data quality and are ineffective against evolving cyber 

threats. Unsupervised learning offers an alternative approach to developed IDS but suffers from high false 

positives and vulnerabilities to adversarial attacks [9], [10]. On the other hand, reinforcement learning (RL), 

an alternative ML approach, enables IDSs to adapt to evolving threats by continuously learning and exploring 

https://creativecommons.org/licenses/by-sa/4.0/
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the states of the network environment and adjusting its detection strategies over time. However, with the 

advancement of computational intelligence technology, adversaries can now modify their attack methods in 

response to encountered defense mechanisms.  

The state-of-the-art research has presented various implementation schemes for building intelligent 

IDSs for wireless sensor networks (WSNs) and IoT environments [11]. It has been analyzed that most 

research work on network IDSs have adopted supervised learning schemes such as artificial neural network 

(ANN), support vector machine (SVM), k-nearest neighbor (KNN), naïve Bayes, logistic regression (LR), 

decision tree and different hybrid models. Bhavani and Mangla [12] modelled a deep regularize mechanism 

to address the class imbalance issues in a supervised learning scheme for developing effective IDS against 

modern attacks. The outcome shows an effective outcome in terms of accuracy and F1-score. Mohammadi  

et al. [13] implemented SVM-based IDS followed by a feature selection process to enhance the effectiveness 

of intrusion detection. The work of Ding et al. [14] presented a hybrid approach where the KNN classifier is 

integrated with a generative adversarial learning network (GAN) to tackle the problem of biased learning. 

Laghrissi et al. [15] applied a long short-term memory (LSTM) neural network followed by the feature 

reduction algorithm principal component analysis (PCA). The research is done in a similar direction 

presented by Imrana [16], where the Bi-directional LSTM model is implemented to develop robust network 

IDS. Halbouni et al. [17] presented an advanced learning scheme that combines the application of LSTM 

with convolutional neural networks (CNN) to capture both spatial and temporal characteristics of network 

traffic in the training phase.  

The existing literature also consists of many IDS approaches using unsupervised learning 

techniques. Chen et al. [18] implemented the K-means clustering technique optimized by the ant-lion 

optimization approach to identify and isolate anomalies from the network effectively. Similarly, a global 

hierarchical clustering followed by a whale optimization approach is suggested by Wang et al. [19] for 

developing efficient and reliable IDS. Lopes et al. [20] demonstrated how autoencoders could be effectively 

employed to create a baseline of normal network behavior, subsequently enabling the detection of deviations 

indicative of cyber-attacks. Zhang et al. [21] highlighted the effectiveness of auto-encoder models, and they 

implemented a stacked sparse autoencoder with an improved Gaussian mixture model to detect network 

anomaly. Another work done by Durga and Mangla [22] focuses on using autoencoder as a feature extraction 

technique for developing multi-class IDS. The features of regular network traffic were extracted, and distance 

vector and Gini-index measure clustering were used to assign cluster id for different intrusion classes. The 

intrusions are classified by implementing different supervised classifiers. 

Recent research work has also shown a greater interest towards exploring the application of RL in 

the context of network anomaly and intrusion recognition. Lopez-Martin et al. [23] discussed RL and its 

applicability to network IDS. The authors have empirically shown how RL agents could dynamically adjust 

their policy in response to the detected anomalies. Yaseen and Saadi [24] presented a deep Q-learning driven 

IDS to detect and counter denial-of-service (DoS) attack. Suratkar et al. [25] suggested an adaptive honeypot 

system using Q-learning for severity analysis of cyber-attacks. It significantly enhances honeypots' deception 

and intelligence-gathering capabilities, providing insights to boost real-world cybersecurity defenses. The 

work by Kim and Park [26] suggested an online IDS scheme using the joint approach of deep auto-encoder 

and Q-network to predict and classify network threats in real-time accurately.  

Cardellini et al. [27] implemented a deep Q-learning network (DQN) to process complex input 

spaces and perform efficient action selection, enhancing the IDS's ability to detect and mitigate threats in real 

time. Recent research also focuses on multi-agent-based IDS based on a game theory concept to model 

learning processes in cooperative or non-cooperative approaches. Shamshirband et al. [28] presented a design 

of fuzzy logic and Q-learning-based cooperative game theory model to identify denial-of-service attacks and 

prevention of genuine nodes in wireless networks. Similarly, a Bayesian game theory concept is applied by 

Liang et al. [29] to develop a self-learning IDS framework using the DDQN algorithm to locate intrusions in 

vehicular Ad-hoc networks effectively. In the study of Khoury and Nassar [30], a hybrid approach is 

presented, integrating a game theory model with a Q-learning algorithm to derive optimal attack sequences 

and corresponding optimal defense strategies to train IDS for cyber-physical network security. Hence, it is 

evident from the above discussion that various IDS solutions exist based on supervised, unsupervised, and 

reinforcement learning methodologies. Table 1 summarizes the above-discussed literature to offer a quick 

insight into their advantages and limitations. 

It has been analyzed based on literature exploration and analysis that to date, none of the existing 

methods is a standard and foolproof concept, and since the IoT ecosystem is dynamic and heterogeneous, 

developing a single or universal security mechanism is very challenging. The potential research problems 

being identified are as follows: 
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– Most existing IDSs using supervised learning heavily depend on high-quality labelled datasets. This 

dependency limits the IDS's ability to detect zero-day attacks, as these require the identification of 

previously unknown attack signatures. 

– Unsupervised learning-based IDS can address zero-day attacks. Yet, their effectiveness is frequently 

compromised by high false-positive rates, especially when anomalies' features are identical to normal 

traffic patterns.  

– Most research using RL applications in IDS design is based on a Q-learning algorithm, which suffers 

from the state explosion problem. The exponential increase in possible states due to network complexity 

makes it impractical to maintain a comprehensive Q-table.  

– The application of game theory and multi-agent systems is also well explored. However, most of them are 

implemented using Q-learning and deep Q-network (DQN). Both tend to overestimate Q-values, leading 

to suboptimal policy choices and affecting the system's accuracy and reliability. 

– It has also been identified that previous work on IDS development is more focused on achieving higher 

accuracy only and ignored optimization in the higher computational demands. 

 

 

Table 1. Summary of the existing literature in the context of network IDS 
Citations Problem context Solution approach Remark 

[12] Class imbalance issue in 

supervised IDS 

Contrastive learning and deep 

regularization scheme 

Self-supervised, un-biased learning, but may 

suffers in identifying unknown threats 

[13] Detection of evolving threats An empirical study of SVM 

classifiers for IDS 

Limited adaptability of SVM to dynamic IoT 

environments 

[14] Class imbalance and 

classification errors in IDS 

KNN and generative learning 

model 

Implementation of generative models may not 

fully capture complex attack patterns 

[15] Feature optimization LSTM and PCA Assumption of linearity, loss of Interpretability 

and highly sensitive to outliers 

[16] High false alarm rates Bidirectional long-short-term-

memory (Bi-LSTM) model 

Reduced false alarm rate but higher 

computational demands 

[17] Evolving attack vectors and 

expanding network sizes 

Hybrid CNN-LSTM model Resource-intensive and may not generalize 

across all scenarios 

[18] K-means convergence to local 

optima 

A hybrid clustering algorithm Specialized nature may limit its adaptability to 

different context 

[19] Overloading and service 

un-availability 

Whale optimization and 

hierarchical clustering 

Needs effective benchmarking 

[20] Training in lack of enough 

data samples 

Autoencoder neural network Higher complexity and resource demands for 

implementation 

[21] High dimensionality and lack 

of labeled datasets in IDS. 

Stacked sparse autoencoder with 

improved Gaussian mixture model 

Complexity in optimizing joint parameters for 

varied datasets. 

[22] Feature modelling Autoencoders and distance 

function-based clustering 

Improved classification outcome 

[23] Performance enhancement in 

IDS 

Deep reinforcement learning 

(DRL) 

Difficulty in designing a universal reward 

function 

[24], [25] Intrusion detection Q-learning Adversaries may still develop countermeasures 

against presented solution 

[26] Detection of advanced cyber-

threat 

Deep auto-encoder with 

Q-network 

Demands higher computational resources 

[27] Curse of dimensionality Deep Q-Networks with transfer 

learning. 

Transfer learning effectiveness can vary based 

on the system's change dynamics 

[28] DoS attack detection in WSN Cooperative game-based fuzzy 

Q-learning 

Needs more optimization 

[29], [30] Mitigating new cybersecurity 

threats. 

Game theory and Q-learning 

based multi-agent system 

Achieves robust performance but potential 

scalability issues 

 

 

Therefore, this paper introduces a novel IDS based on multi-agent architecture incorporating 

defender and challenger agents. Both agents are precisely designed using a double deep Q-network (DDQN) 

RL algorithm within a conflict-driven learning framework that facilitates an antagonistic adaptation approach 

wherein each agent iteratively refines its action policy in response to the evolving strategies of its 

counterpart. The concept of antagonistic adaptation refers to the competitive relationship that enhances the 

learning and adaptation of agent capabilities, enabling the IDS to detect better and counteract emerging 

threats. The overall contribution of this paper can be highlighted as follows: 

– This paper introduces a novel conflict-driven learning model within a multi-agent algorithm. This model 

employs an antagonistic adaptation approach, enabling the defender agent to dynamically evolve and 

adjust its defensive strategies against evolving attack patterns simulated by the challenger agent. 

– The proposed multi-agent-driven IDS leverages the DDQN algorithm to address state overestimation bias 

and optimize the learning process.  
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– The paper introduces a custom RL environment developed using the OpenAI Gym toolkit. This 

environment accurately replicates realistic network traffic and communication scenarios, enhancing the 

agents' self-exploration capability and decision policies toward more sophisticated detection strategies. 

The uniqueness and novelty of the proposed work are the integration of DDQN algorithms within a 

multi-agent architecture, combined with the concept of antagonistic adaptation towards designing dynamic 

and effective IDS solutions in cybersecurity, mitigating the rapidly evolving threats in network environments. 

The usage of DDQN algorithm in the agent design can enhance its ability to handle complex, high-

dimensional state spaces typical in network environments, thereby mitigating the state explosion problem 

often encountered in traditional RL algorithms. The proposed scheme facilitates the detection and mitigation 

of known cyber threats and also it enables IDS to evolve in response to emerging sophisticated attack 

strategies dynamically. 

 

 

2. METHOD 

The proposed study introduces a modelling of effective network IDS under conflict-driven multi-

agent framework, utilizing DDQN RL algorithms. This study also develops a custom RL environment to 

simulate effective networking environment and offer a better interaction and learning experiences to 

proposed agent algorithms. The prime aim is to offer a highly responsive and adaptive IDS in dynamic 

network environments, particularly addressing sophisticated and evolving cyber-threats in the IoT ecosystem. 

The high-level architecture of the proposed system is outlined in Figure 1. 

 

 

 
 

Figure 1. Illustrating a high-level architecture of the proposed multi-agent driven IDS 

 

 

Figure 1 depicts the schematic architecture and workflow overview of the proposed IDS system. The 

multi-agent framework includes two agent models, called defender and challenger. The primary role of the 

defender agent is to identify and mitigate potential threats. The challenger agent simulates potential attack 

strategies, enhances the learning capabilities of the defender agent network, and improves its decision-

making process by continuously providing adversarial scenarios for the defender to counterattack. Here, both 

agents are combined with decision-making policies using the DDQN algorithm to define actions that classify 

network activity as normal or potentially malicious. Both use a similar DDQN architecture consisting of two 

deep neural networks, the current and target networks. The target network stabilizes learning by providing a 

fixed baseline to update the Q-value in the current network. The network update process utilizes a 

combination of reward signals and a max operator applied to Q-values to iteratively improve the policy. The 

execution of the proposed agent models is carried out in the proposed custom environment, which is designed 
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using features of OpenAI Gym, such as environment initialization functionality and execution of the agent in 

multiple episodes in an iterative manner. In each episode, the system performs a reset function to initialize 

the environment, and the process continues until the termination condition is met. Step functions represent 

the agent's interaction with the environment, taking actions and receiving new states and rewards. Finally, 

rendering functions are used for visualization and logging purposes. This custom environment was developed 

to simulate real-world network traffic scenarios from the network dataset NSL-KDD, which consists of 

various network traffic patterns, including benign and malicious data points. The dataset used in the study 

was first subjected to a pre-processing stage, where features were normalized to ensure consistency and 

promote more effective learning by the agent. The proposed custom environment is an optimal interaction 

platform for the multi-agent system, providing agents with a consistent and controlled setup to interact with 

the dataset and learn from their experience. 

 

2.1.  Agent and environment interaction  

The agent-environment interaction within an IDS can be formulated as a Markov decision process 

(MDP), described by a tuple (𝑆𝑡 , 𝐴𝑡 , 𝑃𝑠𝑎 , 𝑅𝑤 , 𝛾), where 𝑆𝑡 is a finite set of states representing distinct 

observable configurations of the network environment, wherein any state𝑠 ∈ 𝑆𝑡 includes variables such as 

traffic volume, packet characteristics, user commands, and protocol anomalies indicative of the network's 

current behaviour. The variable 𝐴𝑡 is a finite set of actions available to the agent, with any action 𝑎 ∈ 𝐴𝑡 

consisting of operational responses like initiating alerts and connection termination. The next variable 𝑃𝑠𝑎 

denotes the state transition probability that defines the dynamics of the environment, such that 𝑃𝑠𝑎(𝑠′ ∣ 𝑠, 𝑎) is 

the probability of transitioning to the next state 𝑠′or 𝑠 + 1 from state 𝑠 upon taking action 𝑎. For each action, 

the agent gets feedback in the form of a reward such that: 𝑆 × 𝐴 → 𝑅 is the reward function where 𝑅(𝑠, 𝑎, 𝑠′) 

quantifies the immediate reward received after transitioning from state 𝑠 to state 𝑠′ as a result of action 𝑎. 

This function is designed to encourage the agent to improve its action policy, and for each optimal action 

being executed (accurate identification of threats), it receives a positive reward 𝑅+ and a penalty 𝑅− will be 

given in case of false positives or non-detections. Rewards are assigned based on the correctness of the 

intrusion detection. A high reward is given for correctly identifying an intrusion, a lesser reward for detecting 

an intrusion, and a negative reward for false positives or missed detections.  

The variable 𝛾 ∈ [0,1] is the discount factor determining the present value of future rewards, thereby 

influencing the agent's policy for appropriate actions. The policy 𝜋(𝑎 ∣ 𝑠) is a strategy that the agent employs 

to determine which action to take given state 𝑠, 𝜋: 𝑆 → 𝐴. It is usually a probability distribution over the 

actions. The value function 𝑉𝜋(s) estimates the expected return (cumulative discounted rewards) from the 

state 𝑠. Numerically, the 𝑉𝜋(s) is defined as (1), (2):   

 

𝑉𝜋(𝑠) = 𝛦[∑ 𝛾𝑘𝑅𝑡+𝑘+1|𝑆𝑡=𝑠|∞
𝑘=0 ] (1) 

 

𝑄(𝑠, 𝑎) = 𝛦[∑ 𝛾𝑘𝑅𝑡+𝑘+1|𝑆𝑡=𝑠,𝐴𝑡=𝑎|∞
𝑘=0 ] (2) 

 

In (1) 𝑉𝜋(s) indicates long-term reward an agent expects from a current state (𝑠), effectively 

quantifying the potential future benefits of adhering to policy 𝜋. On the other hand, action-value function 

𝑄(𝑠, 𝑎) in (2) estimates the immediate reward and future rewards based on taking a specific action (𝑎) in the 

current state (𝑠), according to the current policy π. Although it considers future rewards into its calculation, 

but its primary focus is to measure the immediate impact of an action, and ensure correctness of short-term 

decisions with long-term objectives. Both functions 𝑉𝜋(𝑠) and 𝑄(𝑠, 𝑎) ensures that the agent to develop a 

balanced policy between immediate response to threats and the set of optimal future states. 

 

2.2.  Double deep Q-networks  

The agents are modeled using the DDQN algorithm, which employs a dual deep network 

architecture. The current network (𝑄𝑐𝑢𝑟𝑟𝑒𝑛𝑡) selects the best action based on current Q-values and the target 

network (𝑄𝑡𝑎𝑟𝑔𝑒𝑡) estimates the expected future Q-value for the chosen action. This dual network approach 

separates the evaluation of the current state-action from the estimation of the subsequent state's Q-value, 

addressing a limitation in the standard DQN. The DDQN model offers improved stability in agent training 

and effectively mitigates the issue of Q-values overestimation often encountered in DQN and Q-learning 

algorithms. Figure 2 presents the DDQN architecture used in the design of the proposed agent model. 

The current network, 𝑄𝑐𝑢𝑟𝑟𝑒𝑛𝑡(𝑆𝑡, 𝑎𝑡), is responsible for estimating the Q-value based on the current 

state 𝑆𝑡 and action 𝑎𝑡. This network directly influences the actions taken by the agent, as it steers the policy 

decisions. Actions are selected using an ε-greedy policy, which ensures a balance between exploration of new 

actions and exploitation of known rewards. Mathematically, the action-selection policy can be represented as: 

 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 5, October 2024: 5543-5553 

5548 

{
𝑟𝑎𝑛𝑑𝑜𝑚 𝑎𝑐𝑡𝑖𝑜𝑛                           𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 ∈

arg 𝑚𝑎𝑥𝑎 𝑄𝑐𝑢𝑟𝑟𝑒𝑛𝑡(𝑆𝑡, 𝑎𝑡)        𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 (1 − ∈)
     (3) 

 

 

 
 

Figure 2. Typical architecture of the DDQN network 

 

 

Once an action is executed, the agent receives a reward rt and transitions to a new state 𝑆𝑡 +1. 

These experiences are encapsulated in a tuple (𝑆𝑡, 𝑎𝑡, 𝑟𝑡, 𝑆𝑡 + 1) and stored for training the network. The 

target network, 𝑄𝑡𝑎𝑟𝑔𝑒𝑡, provides a stable reference for the future Q-value, used to compute the loss for 

updating 𝑄𝑐𝑢𝑟𝑟𝑒𝑛𝑡. This target value is periodically updated to reflect the latest knowledge of the agent while 

avoiding rapid fluctuations. The DDQN loss function is then computed as the mean squared error between 

the current Q-value and the reference Q-value, 𝑄𝑟𝑒𝑓, which is the sum of the immediate reward and the 

discounted maximum future Q-value as estimated by the target network. The learning mechanism 

implemented in the agent model basically uses experience replay memory to recollect information, obtain 

fresh perspectives, and improve decision-making. This memory requires sampling mini-batches from various 

memory pools in order to learn. By doing this, the training becomes more stable by reducing the correlation 

between subsequent learning updates. Also, by minimizing TD errors i.e., the discrepancy between the 

estimated future reward and the current estimate, an update function is utilized that trains the neural network. 

These inaccuracies are computed using the rewards and forecasts for the upcoming state. The agent's policy 

network is adjusted in this way to move toward ideal Q-values. Further an epsilon-greedy strategy governs 

the selection of actions, striking a balance between exploitation (taking the best available action) and 

exploration (trying new actions). 

 

2.2.  Proposed custom environment 

As already discussed, that the proposed environment mimics the network scenario of the NSL-KDD 

dataset. This network dataset is a refined version of the KDD'99 dataset widely used for the evaluation of 

network IDS. This dataset is considered to be good for training and testing IDSs since it covers a wide range 

of network traffic properties, including both benign and malicious activity. The environment consists of the 

following components. 

− State space: This component of the environment includes normalized features (e.g., min-max scaling) 

representing network traffic data. The size of the observation space matches the number of features in the 

NSL-KDD dataset, which characterize the traffic patterns and behaviors in the network. 

− Action space: The action space is discrete, consisting of five actions that correspond to different 

classifications the IDS can make, such as no alert (indicating normal traffic) and alert for different attack 

types such as DoS, Probe, remote-to-local (R2L), and user-to-root (U2R) attacks. 
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− Reward: Rewards are calculated to encourage both agents to improve their action policy and decision-

making capability. Correct identification of intrusions yields a positive reward for the defender and a 

negative reward for the challenger. If the defender makes incorrect identifications (i.e., false positives and 

false negatives), it will receive a negative reward, and the challenger agent will receive a positive reward. 

A similar process is considered for the challenger agent. This encourages the agent to improve its 

detection accuracy over time. 

− Transition dynamics: The transition dynamics are implemented in the step method provided by Open-AI 

Gym. This method updates the environment's state based on the chosen action, calculates the 

corresponding reward using the reward function, and determines if the episode has terminated. This 

component is implemented to model the real-world consequence of an action and provides immediate 

feedback to the agent. 

− Episode termination: The environment simulation runs for several steps, each corresponding to a single 

row or event in the dataset. An episode ends when all the events in the dataset have been presented to the 

agent, simulating the process of monitoring network traffic over a period. 

− Reset functionality: The reset function is responsible for reinitializing the environment to its starting 

condition, which allows the agent to start learning anew. 

 

2.3.  Agents action  

The first agent i.e., the challenger initiates different attack strategies against the network. This 

attacker agent has a discrete action space consisting of five options such as DoS, Probe, R2L, and U2R 

attacks. The defender agent represents the IDS where it first learns to detect and respond to these potential 

attacks by continuously monitoring network traffic and identifying anomalies or suspicious patterns. Both 

agents undergo an initialization process before they operate in the simulation environment. This process 

involves defining their action repertoires and understanding the observation space. Essentially, the agents 

calibrate themselves to comprehend the different types of network data they will encounter and the possible 

responses they can take. This initialization also sets vital operational parameters for the agents, such as 

exploration rate, discount factor and experience replay memory.  

 

2.4.  Reward formulation  

The study considers designing reward functions for both agents that accurately reflect each agent's 

success in their respective roles. The defender receives a reward of 1 if it is the same as the challenger's 

action, indicating successful defense against an attack. Otherwise, it receives a reward of 0. On the other 

hand, the challenger agent receives a reward of 1 if the defender's action does not match its action, indicating 

a successful breach. Otherwise, it receives a reward of 0. Also, if the attack is detected and mitigated, the 

attacker receives a negative reward. Additionally, if the attack generates much noise leading to detection, the 

penalty could be higher to discourage brute force or poorly executed attacks. The reward functions for both 

defender and challenger agent are numerically represented in (7) and (8), respectively. 

 

ℛ𝑤
𝑑 ← {1            if At

d =  At
c

0            Otherwise
 (4) 

 

ℛ𝑤
𝑐 ← {1            if At

d ≠  At
c

0            Otherwise
  (5) 

 

The defender is rewarded for accurately predicting and matching the challenger's actions, thus 

successfully defending against simulated attacks. In contrast, the challenger is rewarded for successfully 

deceiving the defender, encouraging it to develop more sophisticated attack patterns that the defender must 

learn to counteract. This binary reward scheme forms the basis for antagonistic adaptation, driving the 

conflict-driven learning process that continuously enhances the capabilities of both agents. 

 

2.5.  Conflict-driven learning 

The conflict-driven learning model is formulated within the reinforcement learning (RL) framework, 

where agents learn optimal behaviors through interactions with the environment. The environment E is 

defined by a set of states S, actions A, and a reward function R:S×A→R. At each time step t, the agents 

observe a state 𝑆𝑡 ∈S, take an action 𝐴𝑡 ∈A, and receive a reward 𝑅𝑡 based on the action's effectiveness. For 

the defender agent AD and the challenger agent AC, the RL objective is to maximize the cumulative reward 

over time, which is formalized as (6): 

 

𝑚𝑎𝑥
𝜋𝐷,𝜋𝐶

E[∑ 𝛾𝑡𝑅𝑡(𝑆𝑡, 𝐴𝑡)∞
𝑡=0 ]  (6) 
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where 𝜋𝐷 and 𝜋𝐶 represent the policies of the defender and challenger, respectively, and γ is the discount 

factor that balances the importance of immediate and future rewards. On the other hand, antagonistic 

adaptation in this model describes how each agent adapts its policy in response to the perceived threat or 

challenge presented by the other agent's actions. This can be formulated as a min-max problem in game 

theory, where each agent seeks to maximize its payoff while minimizing the opponent's payoff, numerically 

formulated as (7): 

 

𝑚𝑎𝑥
𝜋𝐷

min
𝜋𝐶

E𝜋𝐷,𝜋𝐶
[∑ 𝛾𝑡𝑅𝑡(𝑆𝑡, 𝐴𝐷𝑡

, 𝐴𝐶𝑡
)∞

𝑡=0 ]  (7) 

 

The equation (7) presents the core process of conflict-driven learning in the proposed a multi-agent 

system, where the defender aims to optimize its rewards while simultaneously restricting the challenger's 

benefits. Therefore, learning process becomes a strategic game where, each agent continuously updates its 

policy 𝜋𝐷 for the defender and 𝜋𝐶 for the challenger, using feedback from each interaction to recalibrate their 

actions. This iterative learning and interaction offer more precise and effective strategies, which allow 

defender agent not only to learn from its own experiences but also from the adaptations of its adversary 

(challenger agent).   

 

 

3. RESULT ANALYSIS  

The design and development of the proposed RL-driven IDS is carried out using Python programming 

language executed in Anaconda distribution installed on Windows core i7 machine configured with 16 GB 

RAM with NVIDIA RTX1650 GPU support. The study considers similar deep learning architecture for both 

agents where defender model consists of three hidden layers each with 200 neurons and challenger agent has 

three hidden layers with 150 neurons. The training of the proposed multi-agent system is carried out in an 

iterative manner with 100 episodes. The validation of the proposed IDS system is done considering the NSL 

KDD dataset considering different performance metrics for both attacker and defender agent.  

 

3.1.  Performance analysis 

Figure 3 presents performance analysis of challenger agent concerning its action towards generating 

adversarial scenario to challenge defender agent. Based on the graphical analysis it can be seen that several 

attacks generated by attacker agents over progressive epochs in last episode. The analysis suggests that the 

challenger agent successfully launched varieties of attacks which were quite random and uncertain. 

Therefore, it presents a challenging situation for defender to tackle it.  

 

 

 
 

Figure 3. Analysis of attack generation by attacker agent during training 

 

 

It can be seen that the number of normal traffic remains relatively stable across the epochs, with 

minor fluctuations, except for a peak at epochs 30, 40 and 70. In case of DoS attack, it has generated attacks 

scenario with more variability with high and low pattern repetitively over progressive epochs. The Probe 

attacks have less variation compared to Dos attacks, while R2L attack count shows significant fluctuation. 

The U2R attack count also fluctuates, beginning with around 25, dropping to 15. The pattern suggests that 

challenger agents have dynamically simulated the attacks against defender agents and frequent changes or 

fluctuation in response to changing defense mechanisms. 



Int J Elec & Comp Eng  ISSN: 2088-8708  

 

 Conflict-driven learning scheme for multi-agent based intrusion detection in … (Durga Bhavani Attluri) 

5551 

Figure 4 shows the cumulative rewards for the defender and challenger agents over 100 rounds. 

Based on careful observation of the chart trends, it can be analyzed that the defender reward increases rapidly 

and stabilizes early in the training process. It can be analyzed from the above findings that the defender 

agents were able to quickly learn optimal strategies against the intrusions over time. On the other hand, the 

challenger agent's reward initially appears to increase, but it also decreases at a lower reward value for the 

remaining episodes. The next Figure 5 shows the performance results of an IDS towards classifying network 

traffic into normal activity and different network attacks (DoS, Probe, R2L, U2R). 

 

 

 
 

Figure 4. Analysis of reward vs episodes 

 

 

 
 

Figure 5. Analysis of detection outcome 

 

 

The statistical outcome presented in Figure 5 demonstrates that the proposed defender agent IDS, 

effectively detected and classified correct instances of network traffic with minimal false negatives and false 

positives. For normal traffic, the proposed IDS successfully classified 8,131 out of 9,000 instances, while 

misclassification rate for other attack classes are low. This indicates the robustness of the proposed system in 

distinguishing benign activities from malicious ones. The reason behind mis-classified instances is due to the 

complex nature of dataset which is subjected to heavy class imbalance among normal and attacks instances. 

Although the performance achieved by the proposed defender IDS is quite considerable with high detection 

rate. Table 2 presents a comparative analysis for the proposed system validation against similar existing 

approaches. The proposed system achieves an accuracy of 95.06% outperforming other similar approaches 

DQN approach [31] and adversarial environment (AE) RL [32]. 

 

 

Table 2. Comparative analysis 
Existing approaches Multi-agent model Accuracy 

DQN [31] No 78.07 

AE-RL [32] Yes 80.16 

Proposed (DDQN) Yes 95.06 

 

 

3.2.  Discussion and implications  

The core findings obtained from the performance analysis suggests that the proposed RL-driven IDS 

indicated a significant achievement in intrusion detection. The primary reason behind achieving better 

performance by the proposed system is the incorporation of DDQN with antagonistic adaptation mechanisms. 
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This approachable the model to become more precise in the estimation of state values and action advantages, 

thereby reducing the overestimation bias that is common in Q-learning based IDS models. Furthermore, the 

system's adaptability is enhanced through customized environment, which provides a realistic and dynamic 

interaction to an agent towards optimal learning and evolving strategies. The conflict-driven learning scheme 

further ensures that the IDS is continuously tested against an actively adapting adversary, where attackers 

constantly develop new strategies. The defender agent demonstrated its ability to quickly learn and stabilize 

effective defense strategies, as evidenced by the cumulative rewards analysis. On the other hand, the 

challenger agent, while initially successful in generating adversarial scenarios, did not sustain an upward 

trajectory in rewards, suggesting that the defender was learning and adapting to the evolving attack patterns 

effectively. A key advantage of our system is the robustness demonstrated against a variety of attack types. 

For instance, the defender's consistent performance in identifying normal traffic with high accuracy, and the 

less variability in response to Probe attacks as compared to DoS, suggests an adaptability that is crucial in 

real-world applications with evolving and dynamic nature of cyber threats.  

 

 

4. CONCLUSION 

This paper has introduced a novel IDS employing an RL algorithm DDQN within a conflict-driven 

learning framework. The system facilitates a robust antagonistic adaptation approach between agents, the 

defender and the challenger designed to enhance and evolve network security protocols continuously. 

Another unique contribution is the use of a customized OpenAI Gym environment, which simulates real-life 

network traffic behavior and provides a powerful platform for our agents to learn and make decisions. 

Comparative analysis shows that the proposed system exhibits superior performance in network intrusion 

detection suitable for IoT, which is benchmarked against existing similar work. The proposed IDS scheme 

can be implemented in real-world IoT application like smart healthcare, smart farming, and many more to 

complement data security schemes such as data encryption to ensure both network availability as well as data 

integrity and confidentiality. Future work will focus on enhancing the current algorithm based on the 

exploration of advanced feature engineering and other deep learning techniques. Also, the scope of the 

proposed work can be extended to addressing other different network problems such as routing, security, and 

bandwidth optimization. 
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