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 The goal of this study is to create a strong system that can quickly detect and 

precisely classify brain tumors, which is essential for improving treatment 

results. The study uses advanced image processing techniques and the 

NeuroFusionNet deep learning model to accurately segment data from the 

brain tumor segmentation (BRATS) dataset, presenting a detailed 

methodology. The objective is to create a high-precision system that 

surpasses current methods in key performance metrics. NeuroFusionNet 

demonstrates outstanding accuracy of 99.21%, as well as impressive 

specificity and sensitivity rates of 99.17% and 99.383%, respectively, 

exceeding previous benchmarks. The findings emphasize the system's ability 

to greatly enhance the diagnostic process, enabling early intervention and 

ultimately improving patient care in brain tumor detection and classification. 
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1. INTRODUCTION 

Brain tumors present a considerable health hazard on a global scale, imposing a considerable strain 

on both individuals and healthcare systems [1]–[4]. Due to the complex characteristics of the human brain 

and the potential for fatalities associated with tumors, diligent surveillance and timely identification are 

imperative [5]–[9]. The significant incidence of brain tumors, in conjunction with their frequently 

asymptomatic advancement, emphasizes the urgent requirement for dependable detection techniques  

[10]–[12]. The pernicious characteristics of these tumors are not limited to their ability to impair cognitive 

function; they also pose significant health risks and have detrimental effects on overall well-being. It is 

crucial to comprehend the health hazards that are linked to brain tumors in order to develop efficacious 

detection methodologies [13]. The severity of the circumstance stems from the difficulties associated with 

early detection of these malignancies, when therapeutic alternatives are at their most promising [14]. This 

article examines the critical health hazards presented by brain tumors, investigates the reasons behind their 

lethality, and emphasizes the criticality of early detection [15]. The study additionally presents an all-

encompassing approach that incorporates feature extraction, image preprocessing, and a hybrid deep learning 

model called NeuroFusionNet to achieve precise segmentation and classification. 

The literature on brain tumor segmentation and classification in medical imaging reveals several 

limitations. Nyo et al. [16] highlighted the sensitivity of morphological operations to image quality, complex 

tumor shapes, noise levels, and imaging artifacts. Polat and Güngen [17] emphasized the dependency of 
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transfer learning on the availability and quality of labeled data and the similarity between the source and 

target domains, which affects performance. Hasanah et al. [18] noted the sensitivity of their machine 

learning-based strategy to image quality differences, reliance on well-annotated datasets, and the challenge of 

generalizing to new clinical settings. Huang et al. [19] pointed out the susceptibility of their CNN and 

complex network model to data quality fluctuations and interpretability issues. Khalil et al. [20] discussed the 

computational complexity and resource demands of their two-step dragonfly mechanism, which may limit its 

practical application despite high accuracy. Krishnammal and Raja [21] identified challenges in interpreting 

Curvelet-preprocessed feature maps and understanding clinically relevant information, affecting the 

acceptance of their method. Cheng et al. [22] mentioned the sensitivity of their convolutional capsule network 

to image quality, the need for significant computational resources, and potential interpretability challenges due 

to the complexity of the model. Lastly, Abiwinanda et al. [23] highlighted the sensitivity of CNNs to image 

quality fluctuations and potential biases in the training data, impacting the model's effectiveness. 

The literature on brain tumor segmentation and classification in medical imaging reveals several 

limitations, including sensitivity to image quality, reliance on labeled data, computational complexity, and 

interpretability issues. These challenges hinder the development of robust, generalizable, and efficient 

models for accurate and timely brain tumor detection. To address these limitations, this study makes a 

scholarly contribution to the domain of brain tumor detection and classification through the introduction of a 

sophisticated and integrated approach that merges image preprocessing, feature extraction, and the 

NeuroFusionNet model. The proposed methodology effectively tackles the pressing requirements for precise 

and timely identification of brain tumors, considering the complex characteristics of the human brain and the 

grave health hazards linked to such growths. By employing the NeuroFusionNet model, which is a hybrid 

deep encoder U-Net architecture, image segmentation and classification are accomplished in a sophisticated 

manner. This approach overcomes the limitations of prior studies by enhancing image quality sensitivity, 

reducing reliance on labeled data, improving generalization across clinical settings, addressing computational 

complexity, and offering better interpretability. The exhaustive feature summary obtained through gray level 

co-occurrence matrix (GLCM) analysis provides a thorough evaluation of particular samples, thereby 

enhancing our comprehension of the intricate attributes of brain tumors. In its entirety, this study endeavors 

to provide a substantial contribution to the enhancement of methodologies utilized in the detection of brain 

tumors. It underscores the criticality of timely identification to facilitate efficacious medical interventions and 

improve patient prognoses. 

The research article is divided into five parts. The introduction presents a broad overview of the 

health hazards associated with brain tumors, emphasizing the crucial importance of early detection due to 

their potential mortality and negative effects on cognitive function. The review of existing works on brain 

tumor detection, classification, and related approaches dives into existing works, highlighting gaps in the 

current state of research. Section 3 describes the suggested system and algorithm, giving a comprehensive 

methodology for reliable brain tumor segmentation that includes image preprocessing, feature extraction, and 

the NeuroFusionNet model. Section 4 goes over the experimental investigations and performance evaluation 

in detail, including the dataset used, experimental setup, and outcomes. The conclusion and future scope 

section summarizes the important findings, examines the limits of the proposed system, and proposes future 

research paths, underlining the study's importance in expanding brain tumor detection technologies and 

improving patient outcomes. 

 

 

2. LITERATURE SURVEY 

Nyo et al. [16] recently presented an innovative approach in the field of medical imaging, 

specifically for segmenting brain cancers from magnetic resonance imaging (MRI) images. Their 

methodology combines thresholding and morphology techniques, resulting in an impressive 90% accuracy 

rate. This achievement represents a significant advancement in the field, promising improved diagnostic 

capabilities and possibly assisting in treatment planning for patients with brain tumors. Morphological 

operations are sensitive to variations in image quality and may struggle with complex tumor shapes or 

overlapping structures. Furthermore, noise levels, imaging artifacts, and variations in tumor characteristics 

can all have an impact on the efficacy of morphological techniques.  

Polat and Güngen [17] presented a unique technique to brain tumor detection in 2021 by applying 

transfer learning methodology. Their study was a huge success, with an astounding overall accuracy 

percentage of 99.02%. The reliance on the availability and quality of labeled data unique to brain tumors is 

one noteworthy drawback. Furthermore, the relevance and similarity between the source domain (the pre-

trained dataset) and the target domain (the brain tumor dataset) strongly influences the performance of 

transfer learning methods. When there is a significant dissimilarity, the effectiveness of transfer learning may 

decrease, and the model may not generalize well to the specific characteristics of brain tumors. 
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Hasanah et al. [18] published a machine learning (ML)-based strategy for brain tumor classification 

in 2021, giving a comprehensive methodology that incorporates filtering, contouring, and thresholding into 

the tumor analysis preprocessing and segmentation stages. The stated average accuracy of 95.83% 

demonstrates a high level of success. The limitation here is the sensitivity to differences in image quality and 

its reliance on the availability of well-annotated and diverse datasets for training. Furthermore, the model's 

generalization to new, previously unseen datasets is crucial, because performance may vary in different 

clinical settings. 

Huang et al. [19] published convolutional neural networks and complex networks (CNNBCN) in 

2020, indicating a significant progress in the field of neural network-based techniques. The suggested model 

combines the characteristics of convolutional neural networks (CNNs), which are widely acknowledged for 

their efficacy in image-related tasks, with complicated network principles. The method attained an accuracy 

of 95.49%. The model's susceptibility to fluctuations in data quality and potential interpretability difficulties, 

particularly in sophisticated network-based systems. 

The development by Khalil et al. [20] of a two-step dragonfly mechanism system is a significant 

advancement with an accuracy of 98.20%. However, it is critical to recognize a significant disadvantage of 

this strategy. The computational complexity of the two-step dragonfly mechanism may cause problems in 

terms of processing time and resource requirements. While the process's intricacies contribute to high 

accuracy, they may impose a computational cost, restricting its applicability. This disadvantage emphasizes 

the importance of striking a perfect balance between segmentation accuracy and processing performance, 

especially in medical image analysis, where speedy replies are critical for good clinical decision-making. 

This computational barrier must be overcome in order to increase the overall practicality and utility of the 

proposed dragonfly mechanism in therapeutic applications. 

Krishnammal and Raja [21] used curvelet-preprocessed feature maps to train a CNN for brain 

imaging dataset categorization. While their approach contributes greatly to the field of medical picture 

categorization, some drawbacks related with the methods used in this work must be acknowledged. The 

interpretability of features extracted in the curvelet domain is one such limitation. Curvelet transforms are 

effective in capturing fine details and edges in images, but their applicability in the context of brain image 

categorization can be challenging. Understanding the clinically relevant information included in the curvelet 

domain features could be critical for understanding the model's decision-making process and guaranteeing 

clinical acceptance. 

As mentioned in their study, Cheng et al. [22] proposed a unique technique to tumor categorization 

in 2019 by introducing an advanced convolutional capsule network (ConvCaps) architecture. This 

architecture extends classic CNNs by using capsule networks, a form of neural network module introduced to 

alleviate CNN constraints, such as issues with hierarchical relationships between features. While reaching a 

classification accuracy of 93.5% indicates the model's usefulness, significant limits must be considered. 

These may include image quality sensitivity, the necessity for significant computational resources during 

training, and potential interpretability challenges due to the complexity of capsule network designs. 

As shown in their research Abiwinanda et al. [23], attempted the challenge of tumor categorization 

in 2018 by implementing a CNN. The accuracy of 84.19% indicates a reasonably effective performance. The 

disadvantages of CNNs are their sensitivity to fluctuations in image quality and potential biases in the 

training data. 

 

 

3. PROPOSED SYSTEM 

The initial step of the system under consideration, as illustrated in Figure 1, is to obtain the original 

brain tumor image (𝐼(𝑥, 𝑦)) from the BRATS database [24]. This image is then resized using bilinear 

interpolation to attain a standardized dimension of 512×512. After resizing the image, luminance-preserving 

RGB to grayscale mapping is utilized to convert it to grayscale. Following this, in order to reduce noise, a 

non-local means (NLM) filter is implemented on the grayscale image. Subsequently, pixel normalization 

elimination is executed with the purpose of improving contrast and enhancing phosphorus values, thereby 

promoting pixel value uniformity. 

Following normalization, frequency components are captured using a 2D discrete wavelet transform 

(DWT) on the image. Feature extraction is performed on the DWT-transformed image via GLCM analysis, 

which yields information regarding the features involved. After feeding the GLCM-derived features into the 

NeuroFusionNet model, which is a hybrid deep encoder-U-Net, pixel segmentation, deep autoencoder 

training, and image classification are performed. An exhaustive feature summary is employed to evaluate the 

model, which facilitates a thorough analysis of its performance on particular samples. By showcasing the 

model's proficiency in preprocessing, noise reduction, and tumor classification, this comprehensive strategy 

provides a reliable framework. 
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Figure 1. Proposed system architecture 

 

 

The experimental setup for this study includes a personal computer (PC) with an Intel (R) Core 

(TM) i5-8265U CPU running at a base frequency of 1.60 GHz (with a maximum turbo frequency of  

1.80 GHz), 8.00 GB of RAM (with 7.85 GB available for use), and a 64-bit operating system with an  

x64-based processor. The utilized tools comprise MATLAB R2022b equipped with image processing, 

computer vision, and deep learning toolboxes. 

The detailed discussion of above system architecture as (1). 𝐼(𝑥, 𝑦) represents the original image 

scan obtained from the BRATS database [25]. By resizing the image, a new image denoted 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑(𝑥′, 𝑦′) is 

generated with the exact dimensions of 512×512. Bilinear interpolation is a prevalent technique utilized in 

the process of resizing images via interpolation. By applying a set of equations to a sample of the original 

image, the resized image is generated. The expression for bilinear interpolation is as: 

 

𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑(𝑥′, 𝑦′) =  ∑ ∑ 𝐼(𝑥𝑖, 𝑦𝑗) ⋅ 𝑤(𝑥′, 𝑖) ⋅ 𝑤(𝑦′, 𝑗)1
𝑗=0

1
𝑖=0  (1) 

 

where: 

- 𝑥′ and 𝑦′ are the coordinates in the resized image. 

 

𝑥𝑖 = ⌊𝑥′⌋ + 𝑖 (2) 

 

𝑦𝑗 = ⌊𝑦′⌋ + 𝑗 (3) 

 

- 𝑤(𝑥′, 𝑖) and 𝑤(𝑦′, 𝑗) are the linear interpolation weights. 
In order to convert the resized image to grayscale, color mapping is performed. Commonly used is 

luminance-preserving conversion from RGB to grayscale, which is mathematically expressed as (4). 

 

𝐼𝑔𝑟𝑎𝑦(𝑥′, 𝑦′) = 0.299 ⋅ 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑𝑅(𝑥′, 𝑦′) + 0.587 ⋅ 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑𝐺(𝑥′, 𝑦′) + 0.114 ⋅ 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑𝐵(𝑥′, 𝑦′) (4) 

 

where: 

- 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑 𝑅, 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑 𝐺, and 𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑  𝐵 are the red, green, and blue channels of the resized image. 

- The weights 0.299, 0.587, and 0.114 are utilized in this formula; they are typical values for converting 

RGB to grayscale while maintaining luminance. 

Continuing from the previous stage, provide the image in grayscale for the following one. 

Subsequently, a NLM filter is implemented on the monochromatic rendition of the image. For denoising 
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images, the non-local means filter is frequently applied. The filtered grayscale image 𝐼𝑔𝑟𝑎𝑦(𝑥′, 𝑦′) can be 

represented as the filtered 𝐼𝑁𝐿𝑀 image (𝑥′, 𝑦′) via NLM. 

 

𝐼𝑁𝐿𝑀(𝑥′, 𝑦′) =
1

𝐶(𝑥′,𝑦′)
 ∑ 𝐼𝑔𝑟𝑎𝑦(𝑝′) ⋅ 𝑤(𝑥′, 𝑝′) ⋅ 𝜙(𝐼𝑔𝑟𝑎𝑦(𝑝′), 𝐼𝑔𝑟𝑎𝑦(𝑥′))𝑝′∈𝛺  (5) 

 

where 𝛺𝛺 is the search window around the pixel (𝑥′, 𝑦′); ′𝑝′ represents the coordinates in the search window; 

𝑊 (𝑥′, 𝑝′) is a spatial Gaussian weight; 𝛷 (𝐼𝑔𝑟𝑎𝑦(𝑝′), 𝐼𝑔𝑟𝑎𝑦(𝑥′)) is an intensity similarity weight; and 

𝐶 (𝑥′, 𝑦′) is a normalization factor. 

The spatial gaussian weight 𝑤 (𝑥′, 𝑝′) is given by (6). 

 

𝑤(𝑥′, 𝑝′) = 𝑒
−

∣∣𝑝′−(𝑥′,𝑦′)∣∣2

ℎ𝑆𝑝𝑎𝑡𝑖𝑎𝑙
2

 (6) 

 

where ℎ𝑠𝑝𝑎𝑡𝑖𝑎𝑙 controls the spatial extent of the neighborhood and the intensity similarity weight 𝜙(𝐼𝑔𝑟𝑎𝑦(𝑝′), 

𝐼𝑔𝑟𝑎𝑦(𝑥′)) is given by (7). 

 

𝜙(𝐼𝑔𝑟𝑎𝑦(𝑝′), 𝐼𝑔𝑟𝑎𝑦(𝑥′)) = 𝑒
−

∣∣𝐼𝑔𝑟𝑎𝑦(𝑝′)−𝐼𝑔𝑟𝑎𝑦(𝑥′)∣∣2

ℎ𝑖𝑛𝑡
2

 (7) 

 

where hint controls the intensity similarity. Finally, the normalization factor 𝐶(𝑥′, 𝑦′) is given by (8). 

 

𝐶(𝑥′, 𝑦′) = ∑ 𝑤(𝑥′, 𝑝′) ⋅ 𝜙(𝐼𝑔𝑟𝑎𝑦(𝑝′), 𝐼𝑔𝑟𝑎𝑦(𝑥′))𝑝′∈𝛺  (8) 

 

The NLM filter enhances the overall quality of an image and aids in noise prediction through the 

incorporation of non-local similarities present in the image. The subsequent operation following the 

application of the NLM filter is pixel normalization elimination. Phosphorus values are intended to be 

enhanced or normalized in accordance with specific criteria. This process should be represented by 

mathematical equations. Given the filtered image 𝐼𝑁𝐿𝑀(𝑥′, 𝑦′), the pixel normalization elimination can be 

expressed as (9). 

 

𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(𝑥′, 𝑦′) =
𝐼𝑁𝐿𝑀(𝑥′,𝑦′)−𝜇

𝜎
 (9) 

 

where 𝐼 normalized (𝑥′, 𝑦′) is the normalized pixel value at coordinates (𝑥′, 𝑦′); 𝜇 is the mean pixel value of 

the entire image or a local neighborhood; and 𝜎 is the standard deviation of pixel values in the entire image 

or a local neighborhood. 

This procedure facilitates the normalization of pixel values, thereby increasing their uniformity and 

potentially enhancing the image's overall contrast. Furthermore, the formulas for determining the mean μ and 

standard deviation 𝜎 are as (10) and (11). 

 

𝜇 =
1

𝑀.𝑁
 ∑ ∑ 𝐼𝑁𝐿𝑀(𝑥′, 𝑦′)𝑁

𝑦′=1
𝑀
𝑥′=1  (10) 

 

𝜎 = √
1

𝑀.𝑁
 ∑ ∑ (𝐼𝑁𝐿𝑀(𝑥′, 𝑦′) − 𝜇2)𝑁

𝑦′=1
𝑀
𝑥′=1  (11) 

 

where 𝑀 and 𝑁 are the dimensions of the image. 

The equations provided illustrate the pixel normalization elimination procedure, in which the value 

of each pixel is normalized using the image's mean and standard deviation, or a neighborhood's average. The 

normalized image is subjected to the 2D DWT following the elimination of pixel normalization. DWT is a 

mathematical operation that converts an image into its component frequencies. The 2D DWT of the normalized 

image shall be denoted as 𝐼𝐷𝑊𝑇(𝑥′, 𝑦′). Under the assumption of a solitary level of decomposition, the DWT 

coefficients may be calculated utilizing the (12)-(15): 

 

𝐼𝐷𝑊𝑇
𝐿  (𝑥′, 𝑦′) = ∑ ∑ ℎ(𝑖) ⋅ ℎ(𝑗) ⋅ 𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(2𝑥′ − 𝑖, 2𝑦′ − 𝑗)𝑗𝑖  (12) 

 

𝐼𝐷𝑊𝑇
𝐻  (𝑥′, 𝑦′) = ∑ ∑ 𝑔(𝑖) ⋅ ℎ(𝑗) ⋅ 𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(2𝑥′ − 𝑖, 2𝑦′ − 𝑗)𝑗𝑖  (13) 
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𝐼𝐷𝑊𝑇
𝑉  (𝑥′, 𝑦′) = ∑ ∑ ℎ(𝑖) ⋅ 𝑔(𝑗) ⋅ 𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(2𝑥′ − 𝑖, 2𝑦′ − 𝑗)𝑗𝑖  (14) 

 

𝐼𝐷𝑊𝑇
𝐷  (𝑥′, 𝑦′) = ∑ ∑ 𝑔(𝑖) ⋅ 𝑔(𝑗) ⋅ 𝐼𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑(2𝑥′ − 𝑖, 2𝑦′ − 𝑗)𝑗𝑖  (15) 

 

The approximation, horizontal detail, vertical detail, and diagonal detail coefficients are denoted by 

𝐼𝐷𝑊𝑇
𝐿 , 𝐼𝐷𝑊𝑇

𝐻 , 𝐼𝐷𝑊𝑇
𝑉 , and 𝐼𝐷𝑊𝑇

𝐷 , respectively. By decomposing the image into its frequency components, this 

procedure effectively captures information at both low and high frequencies. To summarize, the 

mathematical formulations for the two-dimensional DWT entail convolution operations utilizing filter 

coefficients of low-pass and high-pass types. This process yields detail and approximation coefficients that 

correspond to distinct orientations. 

The subsequent procedure, following the 2D DWT, is the application of the GLCM technique for 

feature extraction. GLCM quantifies the spatial relationships between pixel values in an image as a texture 

analysis technique. Given the wavelet-transformed image 𝐼𝐷𝑊𝑇(𝑥′, 𝑦′), let's denote the GLCM as 

𝐺𝐺𝐿𝐶𝑀(𝑑, 𝜃), where 𝑑 is the distance and 𝜃 is the angle between pixel pairs. The GLCM at distance 𝑑 and 

angle 𝜃 can be computed using as (16): 

 

𝐺𝐺𝐿𝐶𝑀(𝑑, 𝜃) = ∑ ∑ 𝐼𝐷𝑊𝑇(𝑥′, 𝑦′) ⋅ 𝐼𝐷𝑊𝑇(𝑥′ + 𝛥𝑥, 𝑦′ + 𝛥𝑦)𝑦′𝑥′′  (16) 

 

where 𝛥𝑥 = 𝑑 ⋅ 𝑐𝑜𝑠(𝜃) and 𝛥𝑦 = 𝑑 ⋅ 𝑠𝑖𝑛(𝜃). 

The GLCM is often normalized, and the normalized GLCM is given by (17). 

 

𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃) =
𝐺𝐺𝐿𝐶𝑀(𝑑,𝜃)

∑ 𝐺GLCM(𝑑,𝜃)𝑖,𝑗
 (17) 

 

At this juncture, the GLCM provides the features explained below, among other texture characteristics that 

can be extracted. Assigned to pixel values within an image, the mean signifies the average intensity. The 

mean of the luminance levels in an MRI scan of the brain can potentially yield insights into the relative 

abundance of various tissue types. One illustration of this is how discrepancies in average intensity could 

potentially signify distinct cerebral architectures or pathologies. 

 

𝑀𝑒𝑎𝑛 = ∑  𝑖 ⋅ 𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃)𝑖,𝑗  (18) 

 

The standard deviation quantifies the dispersion or spread of the intensities of individual pixels. A 

high standard deviation in a brain MRI scan may serve as an indicator of regions exhibiting diverse 

intensities, potentially signifying abnormalities or fluctuations in tissue characteristics. Regions with a low 

standard deviation may be indicative of homogeneity. 

 

𝑆𝑡𝑑𝐷𝑒𝑣 = √∑  (𝑖 − 𝑀𝑒𝑎𝑛)2 ⋅ 𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃)𝑖,𝑗  (19) 

 

Entropy quantifies the uncertainty or randomness of the pixel values. High entropy on brain MRI 

scans may indicate regions with mixed tissue types or complex structures, whereas low entropy may imply 

more uniform regions. The entropy of cerebral tissue can be utilized to quantify its complexity and texture. 

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = − ∑ 𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃) ⋅ 𝑙𝑜𝑔(𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃) + 𝜖)𝑖,𝑗  (20) 

 

The variance of a pixel's intensity represents its degree of variability. High variance in brain MRI 

scans may indicate regions containing a variety of tissue types or pathological conditions, whereas low 

variance may suggest regions that are more homogeneous. The information provided by the mean and 

standard deviation is supplemented by variance. 

 

𝑉𝑎𝑟𝑖𝑎𝑛𝑐𝑒 = ∑𝑖, 𝑗(𝑖 − 𝑀𝑒𝑎𝑛)2 ⋅ 𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃) (21) 

 

A measure of the spatial uniformity of pixel intensities, smoothness quantifies this. When using 

brain MRI, a high smoothness value indicates homogeneous regions, which are defined as adjacent pixels 

with comparable intensities. This can facilitate the identification of regions containing tissue with consistent 

properties. 

 

𝑆𝑚𝑜𝑜𝑡ℎ𝑛𝑒𝑠𝑠 = 1 −
1

1+∑  (𝑖−𝑗)2⋅𝑃𝐺𝐿𝐶𝑀(𝑖,𝑗,𝑑,𝜃)𝑖,𝑗
 (22) 
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Contrast quantifies the disparity in the intensities of adjacent pixels. Elevated contrast values in 

brain MRI scans can distinguish boundaries between distinct tissue types or structures. Thereby facilitating 

the detection of pathological regions or anatomical features. 

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑  (𝑖 − 𝑗)2 ⋅ 𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, 𝜃)𝑖,𝑗  (23) 

 

The linear relationship between pixel intensities in opposite directions is quantified by correlation. 

Correlation in brain MRI can offer valuable insights regarding the arrangement and congruence of anatomical 

components. For instance, a low correlation may indicate that features are not aligned, whereas a high 

correlation may indicate that features are aligned. 

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
∑𝑖,𝑗(𝑖−Mean)⋅(𝑗−Mean)⋅𝑃GLCM(𝑖,𝑗,𝑑,𝜃)

StdDev𝑖⋅StdDev𝑗
 (24) 

 

The energy of the GLCM is equal to the aggregate of the squared elements. Within the domain of 

brain MRI scans, elevated energy values signify a greater likelihood of specific pixel pairs occurring. This 

may be correlated with regions of uniform texture or distinct patterns present in the image. 

 

𝐸𝑛𝑒𝑟𝑔𝑦 = ∑𝑖, 𝑗𝑃GLCM(𝑖, 𝑗, 𝑑, 𝜃)2 (25) 

 

The aforementioned features are presently supplied to the deep learning model NeuroFusionNet, a 

hybrid deep encoder-U-Net model that aims to achieve accurate brain tumor segmentation. The initial phase 

of the deep learning model, NeuroFusionNet is dedicated to image classification utilizing a hybrid encoder-

decoder structure. For image classification, a target classification and a tolerance level are established. After 

determining the dimensions of the imported images, they are resized to a square format to ensure 

uniformity.  

Following this, the model is put through the process of training a deep autoencoder. Encoder and 

decoder components of the architecture have been trained to recognize compressed representations of input 

images. Reconstruction loss is reduced whenever possible during training. After the autoencoder has been 

trained, pixel segmentation is executed utilizing a U-Net that incorporates a deep encoder into its path of 

convergence. Further encoding layers are incorporated into the U-Net architecture in order to augment its 

capability of capturing complex features. The capabilities of the model are subsequently investigated with 

respect to color quantization and visualization. An algorithm is employed to quantify the color of an image to 

a set of sixteen distinct hues; the resultant image is visually presented in order to offer an understanding of 

the diminished color palette. 

Following this, the implementation of color space conversion and softmax entropy classification 

occurs. An additional image is imported and subsequently converted to a distinct color representation. The 

softmax entropy method is subsequently implemented to classify pixels, with probabilities being assigned to 

each class according to the color information of the pixels. 

Our proposed methodology addresses key limitations in brain tumor segmentation and classification 

by increasing image quality robustness, decreasing reliance on labeled data, optimizing computational 

efficiency, and improving interpretability. We use a NLM filter and pixel normalization elimination to reduce 

noise and improve contrast, making the model less sensitive to image variations. The deep autoencoder in the 

NeuroFusionNet model reduces reliance on large amounts of labeled data by learning compressed 

representations, resulting in better generalization. The combination of a deep encoder and a U-Net 

architecture optimizes computational efficiency and accuracy, allowing for precise segmentation without 

exceeding computational demands. Detailed feature extraction using GLCM analysis improves 

interpretability by providing information about texture and spatial relationships. This comprehensive 

approach yields a robust, efficient, and interpretable solution that improves diagnostic precision and aids in 

healthcare decision-making. 

 

3.1.  Proposed NeuroFusionNet model 

The proposed model as shown in Figure 2 integrates a deep encoder and a U-Net architecture to 

address image processing challenges, with a particular focus on brain tumor classification. By capitalizing on 

the respective strengths of both components, this integration seeks to improve the accuracy of feature 

extraction and segmentation. By employing a deep encoder, complex hierarchical features can be extracted 

from the input images, enabling the capture of minute details that may be critical for precise classification. In 

addition, the U-Net's intrinsic capability for pixel-wise segmentation facilitates the reconstruction of high-

resolution segmentation masks via a structured decoding path. The incorporation of a deep autoencoder 
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enhances the robustness of feature learning by enabling a more accurate depiction of intricate patterns within 

the image data. By capitalizing on the combined strengths of these components, the architecture of the model 

provides a comprehensive solution for classification and image processing tasks. 

The hybrid model developed by combining a deep encoder and a U-Net architecture is what 

distinguishes the proposed model and enables it to effectively tackle the complexities of image processing 

tasks. By integrating a deep encoder, the model's ability to detect subtle characteristics is improved, 

facilitating the acquisition of nuanced data that is vital for precise classification. The integration of this 

combination enhances the U-Net framework with sophisticated feature extraction functionalities, thereby 

introducing a fresh viewpoint. Furthermore, the incorporation of a deep autoencoder presents a novel aspect 

that enhances the adaptability and efficacy of the model when acquiring knowledge of complex patterns. This 

has the potential to enhance diagnostic precision and assist healthcare practitioners in making well-informed 

judgments. In general, the proposed model embodies an innovative and mutually beneficial amalgamation of 

deep learning elements customized to address the particular complexities associated with medical image 

classification and processing. 

 

 

 
 

Figure 2. Proposed NeuroFusionNet model 

 

 

Algorithm. NeuroFusionNet model 

# Step 1: Image classification with U-Net and loading 

𝑡𝑎𝑟𝑔𝑒𝑡_𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 = . . . 
𝑡𝑜𝑙𝑒𝑟𝑎𝑛𝑐𝑒 𝑙𝑒𝑣𝑒𝑙 = . . . 
𝑖𝑚𝑎𝑔𝑒 =  𝑙𝑜𝑎𝑑_𝑖𝑚𝑎𝑔𝑒(. . . ) 
𝑟𝑒𝑠𝑖𝑧𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 =  𝑟𝑒𝑠𝑖𝑧𝑒_𝑡𝑜_𝑠𝑞𝑢𝑎𝑟𝑒(𝑖𝑚𝑎𝑔𝑒) 

# Step 2: Training of deep autoencoder 

𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟_𝑝𝑎𝑟𝑎𝑚𝑠 = . . . 
𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟_𝑚𝑜𝑑𝑒𝑙 =  𝑡𝑟𝑎𝑖𝑛_𝑑𝑒𝑒𝑝_𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟 (𝑟𝑒𝑠𝑖𝑧𝑒𝑑_𝑖𝑚𝑎𝑔𝑒, 𝑎𝑢𝑡𝑜𝑒𝑛𝑐𝑜𝑑𝑒𝑟_𝑝𝑎𝑟𝑎𝑚𝑠) 

# Step 3: Pixel segmentation using U-Net 

𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑖𝑚𝑎𝑔𝑒 =  𝑙𝑜𝑎𝑑_𝑖𝑚𝑎𝑔𝑒(. . . ) 
𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑚𝑎𝑠𝑘 =  𝑎𝑝𝑝𝑙𝑦_𝑢𝑛𝑒𝑡(𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑖𝑚𝑎𝑔𝑒) 

# Step 4: Visualization after color quantization 

𝑞𝑢𝑎𝑛𝑡𝑖𝑧𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 =  𝑐𝑜𝑙𝑜𝑟_𝑞𝑢𝑎𝑛𝑡𝑖𝑧𝑎𝑡𝑖𝑜𝑛 (𝑠𝑒𝑔𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛_𝑖𝑚𝑎𝑔𝑒, 𝑛𝑢𝑚_𝑐𝑜𝑙𝑜𝑟𝑠 = 16) 
𝑣𝑖𝑠𝑢𝑎𝑙𝑖𝑧𝑒_𝑐𝑜𝑙𝑜𝑟𝑠(𝑞𝑢𝑎𝑛𝑡𝑖𝑧𝑒𝑑_𝑖𝑚𝑎𝑔𝑒) 

# Step 5: Conversion of color space and softmax entropy classification 

𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛_𝑖𝑚𝑎𝑔𝑒 =  𝑙𝑜𝑎𝑑_𝑖𝑚𝑎𝑔𝑒(. . . ) 
𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑_𝑖𝑚𝑎𝑔𝑒 =  𝑐𝑜𝑛𝑣𝑒𝑟𝑡_𝑐𝑜𝑙𝑜𝑟_𝑠𝑝𝑎𝑐𝑒(𝑐𝑜𝑛𝑣𝑒𝑟𝑠𝑖𝑜𝑛_𝑖𝑚𝑎𝑔𝑒) 
𝑒𝑛𝑡𝑟𝑜𝑝𝑦_𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 =  𝑠𝑜𝑓𝑡𝑚𝑎𝑥_𝑒𝑛𝑡𝑟𝑜𝑝𝑦_𝑐𝑙𝑎𝑠𝑠𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛(𝑐𝑜𝑛𝑣𝑒𝑟𝑡𝑒𝑑_𝑖𝑚𝑎𝑔𝑒) 

# Step 6: Brain tumor classification with combined deep encoder and U-Net 

𝑡𝑢𝑚𝑜𝑟_𝑖𝑚𝑎𝑔𝑒𝑠, 𝑙𝑎𝑏𝑒𝑙𝑠 =  𝑙𝑜𝑎𝑑_𝑙𝑎𝑏𝑒𝑙𝑒𝑑_𝑖𝑚𝑎𝑔𝑒𝑠(. . . ) 
𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑_𝑚𝑜𝑑𝑒𝑙 =  𝑐𝑜𝑚𝑏𝑖𝑛𝑒_𝑑𝑒𝑒𝑝_𝑒𝑛𝑐𝑜𝑑𝑒𝑟_𝑢𝑛𝑒 𝑡() 
𝑡𝑟𝑎𝑖𝑛𝑒𝑑_𝑚𝑜𝑑𝑒𝑙 =  𝑡𝑟𝑎𝑖𝑛_𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑_𝑚𝑜𝑑𝑒𝑙 (𝑐𝑜𝑚𝑏𝑖𝑛𝑒𝑑_𝑚𝑜𝑑𝑒𝑙, 𝑡𝑢𝑚𝑜𝑟_𝑖𝑚𝑎𝑔𝑒𝑠, 𝑙𝑎𝑏𝑒𝑙𝑠) 
 

 

4. RESULTS AND DISCUSSION 

In Figure 3, the input image (𝐼(𝑥, 𝑦)) from the BRATS database is obtained first, representing an 

original brain scan. This image's dimensions are then scaled to 512×512, resulting in Figure 4, the resized 
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image (𝐼𝑟𝑒𝑠𝑖𝑧𝑒𝑑(𝑥′, 𝑦′)). During the resizing process, bilinear interpolation is used to obtain the new spatial 

coordinates (𝑥′, 𝑦′) using a set of in (1). This enlarged image will be the starting point for additional 

processing procedures. 

Moving on to Figures 5 and 6, the scaled image is color-mapped to convert it to grayscale. As 

shown in (4), the color mapping approach used is a luminance-preserving transfer from RGB to grayscale. 

The weights 0.299, 0.587, and 0.114 are applied to the shrunk image's red, green, and blue channels, resulting 

in color-mapped pictures (𝐼𝑔𝑟𝑎𝑦(𝑥′, 𝑦′)). These grayscale representations are critical for the denoising and 

feature extraction processes that follow. 

 

 

  
  

Figure 3. Input image Figure 4. Resized image 

 

 

 

  
  

Figure 5. Color mapped image Figure 6. Color mapped image 

 

 

The effect of applying the NLM filter to the grayscale image is shown in Figure 7, which results in 

the NLM filtered output (𝐼𝑁𝐿𝑀(𝑥′, 𝑦′)). The NLM filter, as defined in (5), improves image quality and 

decreases noise by taking non-local similarities in the image into account. This denoising phase is critical for 

increasing the precision of subsequent analysis. 

In Figure 8, the NLM-filtered image is subjected to the pixel normalization elimination method. In 

(9) shows how to normalize each pixel in the NLM-filtered image using the mean and standard deviation of 

the entire image or a local neighborhood. The goal of this normalization is to improve pixel uniformity and 

overall image contrast. 

In Figure 9, the feature extraction phase employs the two-dimensional DWT on the normalized 

picture, yielding 𝐼𝐷𝑊𝑇(𝑥′, 𝑦′). In (12)-(15) describe the image's decomposition into approximation and detail 

coefficients. The GLCM approach is then used to extract texture information from the wavelet-transformed 

image, as described in (16). The normalized GLCM (𝑃𝐺𝐿𝐶𝑀(𝑖, 𝑗, 𝑑, )) is then computed, which provides mean, 

standard deviation, entropy, variance, smoothness, contrast, correlation, and energy information. 

Finally, Figure 10 shows the NeuroFusionNet model's output, which shows the discovered area of a 

brain tumor. For pixel segmentation, the deep learning model incorporates a hybrid encoder-decoder 

structure, a deep autoencoder, and a U-Net. The model is taught to recognize compressed representations of 

input images and then segmented brain tumors. 

The model that was proposed was evaluated using a dataset consisting of one thousand BRATS 

database [25] MRI scans. In order to enhance the efficacy of the training process, the model was trained 

using 80% of the images, which allowed it to comprehend the intricate details and fundamental patterns 

present in the data. A subset of 20% of the dataset, comprising 200 images, was set aside for exhaustive 

testing. By segregating the data, a comprehensive assessment of the model's efficacy on novel and 

unobserved information was feasible, thereby guaranteeing its capacity for sound generalization. 
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Figure. 7 NLM filtered output Figure 8. Resultant of pixel normalization elimination 

 

 

 

  
  

Figure 9. Feature extraction using GLCM Figure 10. Brain tumor detected area 

 

 

A comprehensive summary of the features extracted utilizing the complexity feature extraction 

technique is provided in Table 1 of the study. The computed features were applied to a subset of five samples 

that were deliberately chosen from the larger dataset. By utilizing this targeted subset, an exhaustive 

evaluation of the model's performance can be conducted on these particular samples, yielding significant 

insights into its aptitude for detecting minute intricacies in MRI scan images. 

 

 

Table 1. Extracted features of brain MR sample images 
  BRATS database samples 

Features extracted  Sample 1 Sample 2 Sample 3 Sample 4 Sample 5 

Mean 0.0039 0.00423 0.0041 0.00421 0.00393 

Standard deviation 0.08241 0.08897 0.0878 0.0923 0.09335 
Entropy 0.00773 0.00768 0.00838 0.007812 0.0081 

Variance 2.479 2.4245 2.4345 2.431 2.424 

Smoothness 0.931 0.9324 0.9321 0.971 0.931 
Contrast 0.352 0.3712 0.365 0.345 0.345 

Correlation 0.1201 0.1091 0.1865 0.1045 0.1123 

Energy 0.8234 0.8263 0.8175 0.8129 0.8157 

 

 

4.1.  Accuracy 

Accuracy is calculated by comparing the number of correctly classified tumor regions to the total 

number of regions examined. Here true positive depicts the (TP) (identified Tumors), true negative (TN) 

depicts, false positive depicts (FP) whereas false negative (FN) depicts (not identified).  

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃 + 𝑇𝑁)

(𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁)
 (26) 

 

The suggested NeuroFusionNet achieves an excellent accuracy of 99.21% in a complete evaluation 

of accuracy performance in brain tumor identification, as shown in Table 2. Existing methods such as Otsu 

thresholding [16], transfer learning [17], machine learning [26], CNNBCN [19], and the dragon fly 

mechanism [20] outperform this. The superiority of NeuroFusionNet demonstrates its accuracy in detecting 

brain cancers, demonstrating its potential as an advanced and dependable model in comparison to 

conventional and state-of-the-art methods. 

In accordance with Table 2, Figure 11 depicts the comparative accuracy plot for brain tumor 

detection. The graphical representation validates the tabular findings by demonstrating NeuroFusionNet's 

higher performance when compared to other approaches. The figure provides as a visual validation of the 

numerical accuracy values, emphasizing the suggested model's consistent and amazing correctness. This 
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comparative graphic not only improves understanding of the model's performance, but also demonstrates the 

enormous improvements in brain tumor detection accuracy that have occurred since the introduction of 

NeuroFusionNet. The combination of tabular and graphical representations adds to the evidence 

demonstrating NeuroFusionNet's superiority in accurate brain tumor detection. 

 

 

Table 2. Performance evaluation of the accuracy values 
Techniques used  Accuracy (%) 

Otsu [16] 90 
transfer learning [17] 99.02 

Machine learning [18] 95.83 

(CNNBCN) [19] 95.49 
Dragon fly [20] 98.20 

Proposed method 99.21 

 

 

 

 

 

Figure 11. Plot for comparing accuracy values in brain tumor detection 

 

 

4.2.  Specificity and sensitivity 

Specificity is the ratio of true negatives correctly identified by the model. The statement refers to the 

model's capacity to accurately categorize cases that are not related to tumors or cancer. 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

(𝑇𝑁 + 𝐹𝑃)
 (27) 

 

Sensitivity, which is also referred to as the true positive rate or recall, holds significant importance as a 

fundamental performance metric in binary classification tasks, specifically in the field of medical diagnostics, 

such as tumor detection. 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (28) 

 

Table 3 presents a complete analysis of specificity and sensitivity, demonstrating the suggested 

method's excellent capabilities. The NeuroFusionNet outperforms previous works such as the improved 

residual network (IRN) [24], chronological artificial vultures optimization (CAVO) [27], i-YOLOV5 [26], 

and whale Harris hawks optimization (WHHO) + deep convolution neural network (DCNN) [28] in terms of 

specificity and sensitivity. The model's strong specificity reflects its ability to reliably identify real negatives 

while effectively avoiding false positives. Simultaneously, the model's exceptional sensitivity demonstrates 

its ability to reliably identify real positives while decreasing false negatives.  

In accordance with Table 3, Figure 12 depicts a comparative plot for specificity and sensitivity in 

the identification of brain tumors. The graphical depiction graphically validates the tabular data, 

demonstrating NeuroFusionNet's higher performance when compared to alternative approaches. The plot 
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provides a clear visual proof of the suggested model's high specificity and sensitivity. This comparative 

graphic clarifies how NeuroFusionNet excels in both minimizing false positives and false negatives, which 

are critical characteristics in brain tumor diagnosis. The combination of tabular and graphical representations 

strengthens the case for NeuroFusionNet's supremacy in specific and sensitive brain tumor detection. 

 

 

Table 3. Specificity and sensitivity values 
Techniques used  Specificity (%) Sensitivity (%) 

IRN [24] 76.13 83.5 
CAVO [27] 93.8 94.1 

i-YOLOV5 [26] 98.78 95.77 

WHHO + DCNN [28] 79.1 97.4 
Proposed method 99.17 99.383 

 

 

 

 

 

Figure 12. Plot for comparative analysis of specificity and sensitivity 

 

 

4.3.  Discussion 

This study's findings show that the NeuroFusionNet model is effective at accurately detecting and 

classifying brain tumors from MRI images. With an overall accuracy of 99.21%, specificity of 99.17%, and 

sensitivity of 99.383%, the model outperforms several other methodologies. This high level of accuracy 

demonstrates the model's robustness in distinguishing tumor and non-tumor regions, which is critical for 

early detection and effective treatment planning. For example, the model's ability to reduce false negatives, 

as demonstrated by its high sensitivity, ensur7es that fewer cases of brain tumors go undetected, resulting in 

better patient outcomes. 

In comparison to previous studies, the NeuroFusionNet model significantly improves accuracy and 

efficiency. For example, the proposed method outperforms Polat and Güngen [17] transfer learning approach 

(99.02% accuracy) and Hasanah et al. [18] machine learning strategy (95.83% accuracy). The combination of 

advanced image preprocessing techniques and a hybrid deep learning architecture addresses the limitations 

identified in these studies, such as sensitivity to image quality and the requirement for large annotated 

datasets. However, the study acknowledges limitations, such as the computational complexity of the 

NeuroFusionNet model, which may cause problems in terms of processing time and resource availability. 

Unexpected results, such as a slightly lower specificity than i-YOLOV5 (98.78%), indicate areas for model 

refinement and optimization. 

This study sought to create a robust system for the timely and accurate detection of brain tumors, 

and the findings highlight the importance of advanced image processing and hybrid deep learning techniques 

in achieving this goal. The NeuroFusionNet model's superior performance demonstrates its potential as a 

useful tool in medical diagnostics, laying the groundwork for future research. Unanswered questions remain 

about the model's applicability to different tumor types and imaging modalities. Future research should focus 

on improving the model's adaptability and applying it to other medical imaging challenges, ultimately 

contributing to the advancement of diagnostic technologies and better patient care. 
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5. CONCLUSION 

Finally, the importance of early identification in brain tumor instances is obvious, as it allows for 

faster and more successful therapy interventions. This study aims to contribute to this essential need by 

developing a reliable brain tumor detection and classification system. The methodology was applied to the 

BRATS dataset using modern image processing techniques and the NeuroFusionNet hybrid deep learning 

model, which was specifically built for accurate segmentation. The new model, NeuroFusionNet, 

outperforms earlier techniques with an accuracy of 99.21% with excellent specificity and sensitivity of 

99.17% and 99.383%, respectively. In the future, our research will focus on improving the knowledge and 

classification of brain tumors by combining the most recent deep learning models. The goal of broadening 

the scope to identify different types of malignancies is to improve diagnostic precision and give more 

personalized and effective treatment solutions. Continuous exploration and integration of cutting-edge deep 

learning techniques will be critical in improving accuracy. 
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