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 In this paper, a digital twin of the network of heating systems for smart cities 

is developed using the example of the city of Almaty. The study used machine 

learning algorithms to estimate future thermal energy consumption and 

develop thermodynamic formulas. This work offers a thorough and in-depth 

analysis of thermal energy consumption. In addition, the paper identifies the 

relationship between thermal energy consumption and ambient temperature, 

and wind uncertainty in certain urban areas using machine learning methods 

to predict thermal energy consumption. Using both training and regression 

models, this interdependence is revealed. The obtained forecasts provide 

useful information for studying the structure of heat consumption in Almaty 

and reducing heat losses by reducing overheating in the zones of heating 

networks. In addition, the study analyzes high-resolution spatial data collected 

from 385 homes and 62 heat transfer circuits located throughout the city 

during the heating season. The study examines the degree of relationship 

between the ambient temperature and the amount of heat energy used in the 

areas of Astana. A minor impact of wind speed is also estimated. These 

discoveries allow us to use machine learning algorithms to find the location 

of hot spots and inefficient zones with high losses. 
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1. INTRODUCTION  

In recent years, the idea of "smart cities" has gained considerable momentum, driven by the need for 

stable and efficient municipal development. Urbanization is projected to grow to 70% by 2050 [1], [2]. The 

rapid step in the transition to renewable energy and improving energy efficiency is proving to scientists to look 

for fresh approaches in several academic disciplines, starting with information technology. Significant 

problems related to the environment, management, and law can be solved by supporting digitalization. A 

fundamental and ecological challenge for humanity is global warming, which has several causes, starting with 

a strong shift in energy consumption. To solve this problem, it is boundless to significantly correct the attitude 

and behavior to the environment and the use of natural resources, especially energy. Several progressive 

climate protection strategies are currently being implemented in practice [3]. In [4], at the level of municipal 
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planning, the establishment of conclusions is based on an innovative method of analyzing information about 

the use of heat. Ullah et al. [5] investigated the regulation of data analysis, the transfer of information and the 

effective execution of complex strategies are infinitely necessary to ensure the efficient and safe operation of 

a megalopolis. One of the main aspects of the concept of smart megacities is the optimization of energy 

systems, especially heating networks, which play a significant role in providing thermal comfort for residents 

and businesses. A promising conclusion for achieving rational planning of the formation of heating network 

data calls for the development of the field of digital twins in combination with advanced mathematical models 

and big data analysis. 

The developers have considered the key characteristics of a solar collector with thermosiphon 

circulation for a solar heat supply system. A flat solar collector station with thermosiphon circulation was 

invented, in which the heat transfer coefficient is increased by lengthening additional fences between the panel 

and thermal insulation. The efficiency of the solar collector is achieved due to the presence of a tank and a heat 

pump in the installation, where the condenser and evaporator are made in the form of a spiral heat exchanger, 

and the combinations of heat exchanger pipes are located on top of each other, which allows to increase the 

area and intensity of heat exchange. The result of the study was the details of the mathematical analysis of the 

movement of the coolant in the storage tank. They also showed the dependence of the thermophysical 

parameters of the coolant on temperature [6]. Moreover, the use of such a methodology, as methods of 

mathematical modeling, and the use of big data analysis capabilities performs a number of functions, including 

real-time forecast: the digital twin constantly accumulates information from the material heating network. This 

allows the system operator to track the productivity of the system, uncover irregularities and immediately detect 

possible problems. 

By looking at previous and ongoing data, the digital twin is able to perform punctual monitoring of 

future demand and heat usage patterns through the use of predictive analysis. This data allows you to pre-

design and optimize the heating network, which guarantees the best direction and reduces the amount of energy 

that is wasted. By considering previous and flowing data, the digital twin is able to make punctual monitoring 

of future demand and heat usage patterns through the use of predictive analysis. This data allows you to pre-

design and optimize the heating network, which guarantees the best direction and reduces the amount of energy 

that is wasted. 

The digital twin uses all kinds of advanced optimization technologies to determine the appropriate 

configuration of the heating network. When choosing to expand, modify or replace parts of the infrastructure, 

the digital twin orients to perceive solutions, since it takes into account factors such as energy efficiency, 

economic efficiency and environmental impact. However, a study of impressive academic papers on this topic 

leads to the conclusion that difficulties with successful approaches to data, their collection and exchange of 

information create the greatest difficulties for the effective use of information technologies (ITs). Many 

technological limitations (usability, disclosure, and accessibility), as well as strategic, economic, legal and 

conceptual limitations are found [7]. Improving large data sizes can be a difficult topic and can lead to delays, 

which will lead to losses as firms wait for information to complete their heating projects. Forcing these tasks 

calls for a win-win data infrastructure, comparability stereotypes, and effective data management strategies. 

The importance of the topic is determined by the initiative "Development of energy saving policy" within the 

framework of the Strategic Formation Program of Astana 2050, approved in 2019 [8]. With the help of a 

complex of digital predictive analytics, it is planned to implement regulation in the field of energy saving in 

practice. Technical networks will be systematically tested for costs and unauthorized use. It is expected that as 

a result of the implementation of this program, energy-efficient homes will reduce utility costs, lower 

household utility bills and improve the well-being of low-income populations.  

During the colder months, the average internal temperature will rise. It is possible to reduce the basic 

heating requirement of the tested premises to a quarter of the available value by modernizing systems using 

the principles of inert design. The insulation of external walls should always be used in combination with the 

concept of natural ventilation and shading of openings. In [9], effective management of energy flows to 

buildings and other structures requires the development and implementation in practice of engineering 

methodologies for forecasting and evaluating energy consumption processes. The actual basis of the study was 

the use of machine learning methods to predict the consumption of thermal energy in urban areas and its 

relationship to variables associated with weather and wind. Three different regression models: linear 

regression, K-neighbor regression, and random forest regression, were used to establish correlation and 

compare learning and testing outcomes. Advanced information technologies, intelligent decision-making 

assistance systems and energy management of homes are important for analyzing a decent amount of 

information in real time. A detailed and objective examination of how much heat and energy buildings and 

structures use, taking into account weather and climatic elements, is possible thanks to an automated power 

supply management system. In [10], [11], systematic comparisons of heat consumption information with 

weather data and other information, such as the number of people present, and the state of isolation of pipelines, 



                ISSN: 2088-8708 

Int J Elec & Comp Eng, Vol. 14, No. 6, December 2024: 6656-6674 

6658 

are part of the process of forecasting heat consumption of a certain object. The present method evaluates the 

effectiveness of heat supply systems to identify possible savings in thermal energy costs.  

2011 was the year of the formation of an intelligent energy system. Due to the synergy between energy 

storage and available heat sources, this provision plays a necessary role in systems that absolutely operate on 

renewable energy sources. In [12], a variety of possible scenarios were investigated, with particular emphasis 

on the use of renewable energy sources in transport, taking into account the small access to bioenergy. 

Modeling of energy systems allows a formalized description of systems that can be used in the analysis of 

energy and environmental policy objectives. Omirgaliyev et al. [13] conducted a study using forecasting of 

energy systems. When modeling electric power systems, it is important to understand the importance of 

collecting and analyzing all publicly available information before including them in the model. Thanks to the 

digital twin concept, users can explore data, monitor systems, and run simulations as if they were dealing with 

a real asset. This approach was first developed in the manufacturing industry; however, it has subsequently 

found application in many other areas. This allows virtual testing of new assets, such as aircraft engines, which 

eliminates the possibility that a real asset will fail during testing. In addition, digital twins are used in testing 

new tool designs or locations, assessing the condition of organizations, providing digital twin identifiers for 

public access, and promoting more efficient municipal governance. In the context of a smart city, a digital twin 

is a system that continuously collects data from an artificial environment using sensors, drones, mobile devices 

and other technologies to create a real—time representation of the city [14]. Data is collected from a wide 

variety of sources, including vehicles, structures and infrastructure, and even individuals, before being 

transmitted to the digital counterpart of the urban area. The digital twin's ability to process and synthesize 

static, historical and real-time data is improved by integrating data with the internet of things (IoT) device, 

smart city technologies, as well as the installation of artificial intelligence (AI) and sophisticated analytics. As 

a result, it provides invaluable information about the city's work, which turns the digital twin into a "strategy 

accelerator" for public sector organizations, allowing them to recognize connections, develop more effective 

solutions and improve their solutions manufacturing procedures [15].  

Due to the rapid population growth and increasingly complex urban problems faced by cities around 

the world, municipal administrations in Kazakhstan, in particular, are under increasing pressure to properly 

allocate urban resources and manage urban areas. Real-time digital data is increasingly recognized as a vital 

resource for improving urban planning, evaluating the effectiveness of service delivery and optimizing 

decision-making processes. Even before physical implementation, digital twins allow you to test concepts and 

simulate "what if" scenarios for objects, processes and urban landscapes. Such modeling provides insight into 

the potential outcomes and consequences of urban development. The use of digital twins opens up new 

opportunities for optimizing planning, operations, financing and decision-making related to large-scale 

construction projects and assets. This, in turn, leads to significant cost savings, increased productivity and 

reduced carbon dioxide emissions in the city as a whole. Optimization of urban planning, as well as the 

operation and maintenance of tangible assets, can be achieved by creating a digital twin of a building, district, 

or even the entire city from the point of view of municipal administration. The architectural environment can 

be made more sustainable and environmentally friendly by modeling, for example, potential hazards such as 

high temperatures or dust storms. In addition, preventive maintenance of physical assets or urban networks can 

be carried out to reduce the number of outages caused by operational problems. The concept of a digital 

analogue opens up a number of opportunities to improve the planning and management of smart cities. Using 

real-time data, more advanced analytics and artificial intelligence, digital twins enable public sector 

organizations to make better informed decisions, improve resource allocation efficiency, and enhance fault 

tolerance and sustainability of the urban environment. 

 

 

2. METHOD  

2.1. Linear regression 

A method used in statistics, known as linear regression, can be used to describe the relationship 

between a long-running decision and one or more items, which are referred to as the dependent variable and 

the independent variable, respectively. It can be used for an infinitely large set of response information. Linear 

modeling is used to describe relationships. In situations where there is only one explanatory variable, the 

statistical method is called simple linear regression. On the other hand, when there are many explanatory 

variables, this method is called multiple linear regression. There may be confusion between multivariate linear 

regression and multiple linear regression that predicts a single scalar-dependent variable. However, 

multivariate linear regression involves many interrelated dependent variables. To accurately use linear 

regression, you need to create a linear dependency function. It is possible to restore the interdependence of the 

variable x from one or some other variables by using this factor function. To properly implement a linear 

regression model, you need a linear dependency function. It is possible to create a relationship between the 
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variable x and one or several other variables (factors, regressors, and independent variables) with the support 

of this function, using the function [16], [17]. You need to set a dependency to extract a preconditioned set of 

m pairs of values for a free variable and a dependent variable, from 𝑖 = 1 to m. This is because values can only 

be used when the relationship is initially defined. The equation was presented to a linear model using an 

additive random variable as a representation. 

 

𝑦𝑖 = 𝑓(𝑤, 𝑥𝑖) + 𝜀𝑖 

 

It is assumed that the random variable obeys the usual distribution with a long-term variance of 2, which does 

not depend on the variables 𝑥 and 𝑦. The method of minimizing squared errors is used to find the values of the 

parameters w of the regression model using these assumptions. 

The definition provided by the dependency model is: 

 

𝑦𝑖 = 𝑤1 + 𝑤2𝑥𝑖 + 𝜀𝑖 

 

The least squares method specifies that the required parameter vector is written as 𝑤 = (𝑤1 , 𝑤𝑤1, 𝑤2) to be 

valid. 𝑇 is the solution of a normal equation, which looks like this: 

 

𝑤 = (𝐴𝑇 ∗ 𝐴)−1𝐴𝑇𝑦 

 

where 𝑦 is a vector consisting of the values of the dependent variable 𝑦, which are equal to (𝑦1𝑦1, . . . , 𝑦𝑚𝑦𝑚). 

The values of the free variables 𝑥𝑥𝑖, 𝑥00, 𝑎𝑖𝑎𝑖2 and 𝑎𝑖𝑎𝑖2 for 𝑖 𝑖 = 1, … , 𝑚 represent substitutions that can be 

found in the columns of matrix 𝐴. 𝐴. 

Using elementary linear regression models, the relationship between two variables is analyzed. Based 

on 𝑋, the model predicts 𝑌 in this scenario. In Figure 1 data points are represented by points. Any data point 

represents the values of 𝑋 and 𝑌. The linear regression model compares these data points to a straight line. The 

regression line on the graph is the maximum fit line. Minimize the distance between the line and the data point. 

This distance is calculated using the least squares method. The equation for the regression line is  

𝑌𝑖 = 𝛽0 + 𝛽1 𝑋1 + 𝜀1 where 𝛽0 is the 𝑦-intercept (𝑌 when 𝑋 is zero) and 𝛽1 is the slope (the change in 𝑌 for 

every one-unit increase in 𝑋). Regression models estimate these coefficients in order to best suit the data. The 

regression line is capable of foreshadowing future values of 𝑋. The ability to predict the appropriate 𝑌 value 

by substituting a certain 𝑋 value into the equation. The forecast of the model is an impression of the 𝑌 

regression line. The elementary linear regression model requires that the independent and dependent variables 

have a linear relationship. This simple model may not necessarily represent nonlinear time-consuming 

interactions. There may be a need for innovative regression methodologies. Experts prefer the interpretability 

of linear regression. The simplicity and certainty of the linear model orient specialists to understand the 

relationships of variables. The regression coefficients of the model illustrate the effect of any variable on the 

result. Regression coefficients are directed to correct the dependent variable when the independent variable 

changes by one unit, provided that all remaining variables remain constant. Specialists are able to numerically 

assess the impact of certain factors. The signs and values of the coefficients are informative in interpretation. 

Significant predictors appear using linear regression. Using hypothesis testing or the significance of 

coefficients, experts can detect statistically important variables. This information focuses on identifying 

predominantly significant components of the system and understanding its dynamics.  

Linear regression allows you to extrapolate solutions and make a direct impact on independent 

variables. The circumstances of the interaction in the model allow specialists to analyze the interaction 

variables. This allows you to check whether the relationships of variables change under all possible conditions. 

These ideas can make it easier to establish solutions and understand complex interactions. The validation of 

the linear regression model is transparent and interpretable. The R-square model and the adjusted R-square 

measure are suitable. These indicators demonstrate how much the variance explains the model, and how well 

independent conditions reproduce the instability of the dependent variable. The accessibility and 

interpretability of linear regression orient specialists to understand the correlations of variables and their 

impact. Evidence makes it easier to establish reasoned solutions, test hypotheses, and provide meaningful 

information about regressions [18]. The advantage of linear regression models is that they are applicable on a 

large scale and provide the necessary confidence to characterize a wide range of true processes in the business 

sector and the economy. They are a universal tool that can be used in various industries, recording and 

approximating difficult phenomena with high accuracy. The interpretability of the results makes it possible to 

obtain reasoned decisions, and the efficiency of calculations simplifies the study of large data sets. The 

established methodology and the linear regression function as a reference model guarantee additional support 

for its applicability and punctuality on a larger scale [19]. Common problems such as multicollinearity, 
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heteroscedasticity, outliers, influential observations, and model classification have well-known solutions for 

linear regression. Scientists and practitioners have created methods to eliminate these obstacles and guarantee 

the punctuality of models. Static significance assessment operations for models, such as hypothesis testing and 

statistical measurements, have been developed and widely implemented. Using these conclusions and adhering 

to the established procedures, specialists can create reliable linear regression models and make perfect 

conclusions based on the results [20]. 

 

 

 
 

Figure 1. A simple linear regression model to demonstrate the relationship between two 

 

 

Figure 2 shows a linear regression scheme that examines in more detail the relationship between heat 

consumption in Almaty and an independent variable such as ambient temperature. By plotting data points on 

a scattering diagram to compare and contrast the results, you can mentally study how heat consumption rates 

vary across the temperature spectrum. Any data point on the scattering diagram represents a unique 

observation: the 𝑋 coordinate represents the temperature of the outside air, and the 𝑌 coordinate represents 

the amount of heat used. Scrupulously considering the direction of the data points, identifying all possible 

universal trends or patterns that may exist. A regression line is a line that best fits the data points in order to 

minimize the gap between the line and the observed data. This line reflects the calculated inconsistency 

between the amount of heat consumed and the ambient temperature. The slope of the line indicates the rate 

of change in heat consumption with each increase in temperature by one degree. For example, when the slope 

is positive, it means that as the outdoor temperature increases, there is a tendency to increase the amount of 

heat used. On the other hand, a critical slope will indicate that the amount of heat consumed decreases with 

increasing temperature. The value represented by the intersection point of the regression line represents the 

estimated amount of heat needed if the outdoor temperature is zero. It is very important to be extremely 

careful when interpreting an intercepted message. In the vast majority of cases, setting or maintaining zero 

temperature is impossible or illogical. Therefore, it is quite possible that the interception itself is not of the 

greatest importance. In order to understand a more meaningful interpretation, it is essential to consider a 

certain connection and research in the present field. One of the most significant steps in finding whether a 

linear regression model is suitable for data is to perform a residue analysis. The residuals are attributed to the 

vertical distances between the observed data components and the regression line. They represent the 

difference between the true values of heat consumption and the values predicted using the regression line. By 

examining the distribution of residues, which is a statistical indicator, by revealing different trends or 

systematic deviations. In an ideal world, the residuals would be seamlessly distributed around zero, indicating 

that the linear regression model has successfully captured key data patterns. In order to draw the necessary 

conclusions about the relationship between heat consumption in Almaty and the independent variable of 

interest, it is infinitely important to consider the quality and specificity of the data, as well as knowledge of 

the subject area and other relevant factors. Only then will it be possible to draw the necessary conclusions 

about the nature of the relationship. 
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Figure 2. Analysis of a linear regression model based on a data set on heat consumption in Almaty 

 

 

2.2. K-neighbor regression 

The k-nearest neighbor algorithm, commonly known as KNN, is a nonparametric path to supervised 

learning that was first presented in the field of statistics in 1951. Problems associated with classification and 

regression are good candidates for using this method. Figure 3 shows an example of comparing KNN regression 

and linear regression with varying values of 𝑘. The output data obtained by the KNN classification method is 

suitable for the preconditioned membership of an object in its assigned class. The classification process is based 

on the results of numerous voting conducted by the close environment of the facility. To be clearer, an element 

is assigned to a class that dominates among the classes of its 𝑘-nearest neighbors, where 𝑘 is a positive integer 

that is often chosen so that its value is at the lower end of the spectrum. In a specific situation, when 𝑘 is equal 

to 1, an element is assigned a class label exclusively of such a unique neighbor to which it has the greatest real 

proximity. As a consequence, the property of an element to a conditioned class is determined solely by the 

class of its shortest neighbor. This method operates on the assumption that the information provided by the 

shortest neighbor of an object is information that is both predominantly win-win and reproduces the object 

[21], [22]. When features have different physical units or contain significantly contrasting scales, the algorithm 

should take into account the normalization of the training data to achieve optimal likely results. This 

normalization method focuses on standardizing data ranges in order to reduce other disproportionate effects 

that certain characteristics may detect on distance calculations. The 𝑘-nearest neighbor method can provide 

more punctual classification by standardizing data and assigning similar weights to objects that have different 

scales or units of measurement. 

Figure 4 shows the effectiveness of KNN regression models with different values of 𝑘, as well as the 

corresponding learning outcomes. The 𝑘-nearest neighbor approach preferably handles a wide range of feature 

characteristics because it normalizes the data to fit it to a uniform scale. This step helps to reduce any possible 

regular error that could occur due to the fact that objects have radically different scales. The immediate 

consequence of this is an impressive increase in the accuracy of the algorithm, which ultimately leads to more 

reliable and stable classifications. The KNN method differs from other approaches because it attaches more 

importance to local structure and relationships than other methods that may exist based on global patterns or 

assumptions. This allows the algorithm to be multi-purpose and adaptable to a variety of data varieties, as it is 

able to intercept the subtleties and differences present at the local level. KNN regression offers several 

advantages, starting with reliability to outliers, interpretability of totals and ease of implementation. Although 

it also has inherent limitations, such as the lack of generalization of the model, high computational complexity 

and computational costs. The software implementation of the KNN regressor stands out for its inherent 

simplicity and intuitiveness. The simplicity of the algorithm dramatically simplifies the implementation process 

and reduces the possibility of coding errors. Using the fundamental strategy of searching for neighboring 

neighbors and averaging their values, the implementation becomes more accessible, which makes it easier for 

programmers to convert the algorithm into reproducible code. This simplicity also facilitates efficient 

debugging and maintenance, since the logic of the KNN regressor is transparent and understandable. In 

addition, the simplicity of the KNN regressor implementation contributes to the secondary application and 
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expansion of the code. Due to a thorough understanding of the algorithm concept, developers are free to adapt 

and customize its implementation to meet certain needs or integrate it into larger software systems. This 

adaptability guarantees smooth integration of the KNN regressor into a variety of applications covering many 

difficult places and areas [23].  

 

 

 
 

Figure 3. An example comparing KNN regression and linear regression with varying 𝑘 values illustrate the 

flexible, data-adaptive nature of KNN regression as opposed to fixed-line linear regression 

 

 

 
 

Figure 4. Efficiency of KNN regression models with different 𝑘 values, as well as their corresponding 

training results 

 

 

The interpretability of the results of the KNN regressor seems to be an important advantage, 

predetermined by its simplicity and openness. The algorithm makes predictions, the logic of which is simply 

clear and explicable, which simplifies effective communication between experts on the provided data and 
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specialists in the subject area. The KNN regressor improves the interpretability of results, which is essential 

for decision-making processes by presenting monitoring in a simple and clear form. The interpretability of the 

results of the KNN regressor has actual significance in areas where it is infinitely important to understand the 

key factors acting on predictions. For example, in the field of healthcare, the ability to explain and defend 

forecasts is crucial for gaining trust and recognition from medical professionals. By allowing domain specialists 

to comprehend the logic of the KNN regressor predictions, the algorithm becomes a significant corporate 

analysis tool that promotes synergy between data scientists and domain experts. In addition, the interpretability 

of the KNN regressor orients testing the results of the algorithm. The predictability and quality of the results 

are supported by the predictability and clarity of the various possible deviations, errors or unusual patterns that 

may be present. This aspect of interpretability contributes to the joint veracity of the consequences of the KNN 

regressor, contributing to transparency and accountability in the process of making conclusions [24]. The KNN 

regressor shows remarkable reliability when it comes to handling messy and incorrect data points. Using the 

theory of proximity between neighboring instances, the algorithm detects a reduced location for individual 

outliers, which makes it infinitely constant to atypical observations. Unlike other regression methods, which 

may be unduly influenced by separated extreme values, the KNN regressor provides for joint characteristics of 

neighboring points, thereby providing clear forecasts that are less prone to distortion due to individual outliers. 

This exceptional resistance to anomalies and incorrect values is a consequence of the fundamental principle of 

the KNN regressor, which describes the forecast for a given data point by calculating a mediocre value or a 

weighted average of its close neighbors. By counting on a local neighborhood rather than a single data point, 

the algorithm reveals a remarkable ability to neglect the effects of outliers or unnatural values that may have 

thoroughly deviated from the overall data structure. Such reliability allows the KNN regressor to protect its 

prediction reliability and stability in the presence of erratic or incorrect observations. The reliability of the 

KNN regressor to outliers and incorrect values has impressive actual consequences in various fields. In areas 

where data quality and integrity are of paramount importance, such as financial analysis or anomaly detection, 

the KNN regressor's ability to manage low-profile data points without degrading its predictive data is of great 

importance. Such fault tolerance ensures that the algorithm can provide punctual information and forecasts 

even in situations where the presence of outliers or deviating values would otherwise make other regression 

methods incorrect [25]. 

Figure 5 shows a comparison of energy consumption at temperature in January and April 2023 with 

actual energy consumption (points) and projected values (line). At the classification stage, when a fresh object 

is presented that does not have a class attribute, the algorithm wants to assign it a class label based on publicly 

available training data. To achieve this goal, the algorithm measures the correspondence or similarity between 

the new object and previously systematized observations using a suitable metric. The metric can be, for 

example, the Euclidean distance for continuous variables, or an overlap metric such as the Hamming distance 

for discrete variables. The next step involves identifying the k-nearest neighbors to the new object from the 

training data based on their proximity. These neighbors are represented by examples in the training set that 

have mostly identical characteristics with the new object. The choice k describes the number of neighbors 

considered, and it is usually a positive integer, often small. The development of a real algorithmic process 

further increases its clarity and clarity. Due to the clear identification of the steps involved in the training and 

classification stages, a long-term basis is formed for understanding the inner workings of the KNN 

algorithm. Such a representation is useful for a variety of fields and facilitates its implementation and 

interpretation by specialists in the provided field. The relative weight given to various da ta by various 

classification orders is, what distinguishes them from each other when finding the category to which the 

element relates. Perhaps the reliability of the classification could be improved by understanding the prestige of 

the algorithm's data. Taking into account the significance of the features used in the algorithmic process, it is 

possible to achieve improved classification results. In traditional approaches to categorization, all properties 

are viewed uniformly, assuming that they all contribute to the classification of an object at the same 

time. However, it is possible that this assumption will not be clear in the real world. The rest may be less 

relevant or may not be related to a specific task. 

When considering the meaning of characteristics, it becomes obvious that different characteristics 

show a diverse degree of impact on the course of classification. Because of this understanding appropriate 

weights or significance can be assigned to different conditions, allowing more attention to be paid to 

characteristics relevant to classification. As a result, the algorithm becomes more efficient in recognizing the 

underlying patterns and nuances, which leads to an increase in the accuracy of categorization. To include the 

significance of features in the classification process, you need methods for finding the significance of 

features. Countless methods, including statistical estimates, algorithmic feature analysis, and domain expertise, 

are viable alternatives to achieve this goal. The purpose of these methods is to distribute mostly informative 

and important characteristics for the categorization process. By highlighting the authority of attributes, you can 

discover previously unknown relationships and get a better view of the data. This information allows us to 
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organize classification models that appear to be better and use mostly characteristic features, which leads to 

improved correctness and performance. 

 

 

 
 

Figure 5. Comparison of the dependence of energy consumption at temperatures in January and April 

2023 with actual energy consumption (dots) and projected values (line) 

 

 

 

2.3. Random forest regression 

Random forest regression is a powerful general machine learning algorithm that performs regression 

tasks by combining the principles of decision trees and collective learning. It is widely used in many fields, 

including finance, healthcare, and environmental sciences, where punctual assumption of continuous numerical 

values is important [26], [27]. It stands out among other systematization algorithms due to its versatility. The 

ability to compute classification, regression, clustering, anomaly detection, and feature selection tasks 

contributes to adaptability. In the regression of a random forest, the compilation of decision trees is based. Each 

tree is trained on a random subset of the training data, and a random subset of features is considered for 

partitioning at each node. This randomness increases the set among trees, thereby reducing overfitting and 

improving generalization efficiency. Aggregate estimates are obtained by combining forecasts of individual 

trees. This aggregation is usually performed by averaging the predictions for regression assignments. The final 

estimate of a random forest is a boundless estimate that is based on the collective knowledge of many trees. 

Figure 6 illustrates the regression of a random forest. Each tree should be constructed using the 

following method: first, it should take a sub-sample with a sample size from the training sample and build trees 

with separate sub-samples based on this; second, the largest feature from random objects is considered for 

modeling each partition; and third, the clearest partition and a feature can be selected based on a previously 

specified criterion. Items are organized by voting: each member of the committee assigns an item to one of the 

classes. In addition, the class that received the maximum number of votes is a better-known option. The average 

number of trees is selected in such a way as to minimize the classifier's error in the test sample. If it is omitted, 

the estimation error for samples that are not included in the set is minimized. Two factors are needed for more 

accurate forecasts. First, there are significant explanatory features. Second, forecasts of trees and the forest as 

a whole should not be correlated.  

Compared to other regression methods, random forest regression is less susceptible to outliers and 

noisy data. Averaging forecasts over multiple trees serves to reduce the impact of outliers and smooth out 

separate errors [28]. Random forest regression can model non-linear relationships between input features and 

the target variable. Even in the presence of nonlinear interactions, it can manage complex data patterns and 

make accurate predictions [28]. Random forest regression guarantees a measure of the feature value. By 

evaluating the impact of each feature on model performance, you can determine the most significant properties 

for assigning a forecast. This information can help you choose a feature and interpret the results [29]. Random 

forest regression is effective when working with multidimensional data sets where the number of features is 
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greater than the number of samples. It can manage both continuous and categorical characteristics without 

extensive data preprocessing [30]. The ensemble nature of random forest regression reduces the likelihood of 

overfitting. The randomness inherent in tree construction and feature selection makes the model more win-win 

and generalizable by decorrelating forecasts [31]. Random forest regression includes hyperparameters such as 

the number of trees in the ensemble, the maximum depth of any tree, and the abundance of features considered 

for partitioning. It is absolutely necessary to set up full-fledged hyperparameters to optimize the performance 

of the model. A suitable combination can be found using methods such as grid exploration and independent 

search. Random forest regression uses out-of-bag (OOB) samples that are not used during training to evaluate 

the performance of the model. The OOB error seems to be a useful feature for evaluating the rigor of a model 

without a single set of checks. Due to the ensemble nature of the random forest regression model, it may not 

be easy to interpret the outstanding predictive characteristics of the model. Random forest regression allows 

productive management of large data sets. However, as the number of features or examples increases, training 

time and memory requirements may increase. In such circumstances, consider dimensionality reduction 

methods or distributed computing. Presenting the data of genuine judgments and effectively adapting the 

hyperparameters of the model can help in maximizing the correctness and reliability of random forest 

regression for regression tasks. 

 

 

 
 

Figure 6. Random forest regression 

 

 

3. RESULTS AND DISCUSION  

3.1. Analysis of digital heating network creation 

The study of the growth of digital heating networks that has just been presented includes data 

collection, mathematical modeling, big data analysis, optimization and planning, integration of the internet of 

things and management systems, visualization, maintenance and scalability. These are all the nuances of 

forming digital heating networks. In the context of smart cities, organized information can be analyzed to create 

a punctual and usable digital twin that allows heating networks to operate in an efficient and environmentally 

friendly manner. 

 

3.1.1. Correlation analysis  

The selection covers 8,754 individual lines of information. When a node is not used, its minimum 

values are always zero. When the sensors themselves fail or when environmental conditions are undesirable 

(for example, when it is very cold or very hot), the sensors display values of 0. Due to the fact that there are 

separate contours, the average value for each of them is different. However, in the current data set, there are 

rows that have the value 0, and there are no instances of null values. As a consequence, the correct conclusion 

is to replace them with null values. Figure 7 shows additional data about this data set. 

Figure 8 shows how the enthalpy changes over five months in response to fluctuations in ambient 

temperature. Two different polygons are very clearly represented on the graph, and they are marked with the 

names kontur-1 and kontur-2. Contour-1, as its name suggests, is a contour located in the immediate vicinity 

of a thermal power plant (TPP), while contour-2 is located further away. Looking at the graph, it is easy to see 

how the external temperature affects the enthalpy levels, as well as how this influence is modified on countless 

objects located at different distances from the TPP. 
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Figure 7. Descriptive statistics on 4 parameters for each of the 62 heating circuits 

 

 

 
 

Figure 8. 24-hour direct temperature change curve 

 

 

When the same process is applied to houses, the result is the graph shown in Figure 9(a), which 

shows the unequal distances separating the houses. It was found that dom-1 and kontur-1 are mostly located 

far from each other, but dom-251 and dom-384 are, respectively, a close house and a house placed in the 

middle. It is noteworthy to note that while in Figure 9(a) the heat consumption of House 251 is visibly zero, 

in Figure 9(b) it is represented as a multiplied correlation, which allows us to study the consumption structure 

more seriously. This is something to keep in mind. As a result, this data provides meaningful information 

about the structure of consumers ' energy consumption, which, in turn, can be used to develop plans for better 

energy savings. 

Figure 9(a) show the distribution of thermal energy by day, Figure 9(b) show the distribution of 

outdoor air temperature. By tracking the changes that occur in the enthalpy readings, you can see that an 

increase in temperature initiates a comparable drop in enthalpy-1. These shifts in enthalpy values are most 

easily detected in February and March, when there is an impressive difference in the average ambient 

temperature. It is important to keep in mind that the ambient temperature tends to increase with decreasing 

enthalpy values and decrease with increasing enthalpy values. It is important to have an understanding of the 

relationship between the signs of temperature and enthalpy in order to be able to understand the patterns of 

heat consumption in homes and develop the best energy saving methods. 

 

𝑞 = (𝑀𝑐𝑤(𝑡𝑜𝑢𝑡 − 𝑡𝑖𝑛))/𝑀ℎ𝑤 (4) 

 

where 𝑞 is the specific heat capacity of water, 4.19 kJ/kg; 𝑀𝑐𝑤 is the mass of indirect water, kg; 𝑡𝑜𝑢𝑡 is the 

water temperature at a contour's output, °C; 𝑡𝑖𝑛 is the water temperature at a contour's input, °C; and Mhw is 

the mass of condensate, kg. 
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(a) 

 

 
(b) 

 

Figure 9. Distribution of (a) thermal energy by day and (b) outdoor air temperature 

 

 

Figure 10 shows a graph that illustrates the relationship between hourly average temperature and time 

of day in a simple and explicit way, showing how temperature patterns change throughout the day. It is 

observed that the rate of temperature increase reaches its maximum between 5 am and 10 am and that it reaches 

its highest point between 10 pm and 15 pm. It starts at a high level, but gradually falls over the course of the 

day, until it reaches its lowest point. In addition, it is interesting to see that the temperature at the door and at 

the exit increases simultaneously with the air temperature; this demonstrates that there is a significant 

relationship between these two variables. In addition, Figure 10 shows a complete study of the location of 

residential buildings in Astana in accordance with the data set, which makes a solid contribution to our 

knowledge of regional energy consumption models. 

Figure 11(a) shows a map of the city of Almaty and Figure 11(b) a map of the city of Astana of the 

Republic of Kazakhstan. Energy consumption models are monitored using enthalpy values that relate to 

thermal energy. "Thermal energy in Gcal" is the target value of the monitored variable. This information can 

be determined in Figure 10, which shows the distribution of the values of the highest and lowest temperatures 

for the day. In addition, the ambient temperature in Astana seems to be a necessary component in the analysis 

of energy consumption trends. Figure 12 also shows wind speed, which is another component that affects the 

energy consumption model. These variables can be studied in order to learn more about energy consumption 

patterns and develop an effective energy-saving strategy. 
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Figure 10. A 24-hour curve of direct temperature change 

 

 

 
(a) 

 

 
(b) 

 

Figure 11. Map of (a) Almaty and (b) Astana (the position of 385 metering points on a map of the city of 

Astana), Republic of Kazakhstan 
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Figure 12 shows that the wind speed of 5 meters per second was measured and recorded four times. 

This pattern has attracted the attention of both meteorologists and environmentalists. This repeated pattern may 

indicate that there are some synoptic conditions that support a continuous wind speed of 5 meters per second. 

The significance of this pattern, as well as its likely connections with a number of other components, deserve 

further study. Figure 13 illustrates the association between these components, representing the coordination 

between wind speed and other variables that may possibly affect it. When we examine these relationships 

between variables in more detail, we may notice that they have certain types of positive correlation. When we 

want to create effective approaches to energy conservation that can help optimize energy use and reduce the 

human carbon footprint, we must thoroughly understand these patterns and relationships. The global 

community is increasingly aware of the urgent need to reduce the impact of humanity on the environment and 

find more environmentally decisive opportunities for life. Knowing the many factors that can contribute to a 

continuous wind speed of 5 meters per second has significant implications for answering this problem. 

 

 

Heat Consumption GCalories 

 
 

Max_temp 

 
 

Min_temp 

 
 

Figure 12. Temperature distribution: maximum and minimum outdoor temperatures in Celsius,  

heat usage in GCal 

 

 

3.1.2. Comparative analysis 

To begin with, the daytime temperature, which is the highest, and the wind speed, which is the highest, 

should be used as input characteristics to predict the variable that is at the center of the prediction, using one 

of the models that were specified, such as linear regression, k-neighbor regression, or random forest regression. 
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After that, we compared different models to find the one that was most accurate. Figure 14 shows a visual 

representation of this contrast between the two. 

Second, for a better understanding, thermal energy was predicted using the lowest temperature of each 

day and wind speed, as shown in Figure 15. This allowed us to understand how these elements affect 

directionality in energy consumption. Third, as shown in Figure 16, the wind speed and the highest and lowest 

temperatures were used as input data. To further test the results, these three models were used to average the 

largest dataset that was trained and validated. 

A comparison of the data from the three models for the training and test sets is presented in Table 1. 

For the purpose of modeling the target variable, the data set was divided into a training set (80%) and a test set 

(20%). With or without the wind component, the highest value of the prediction coefficient for the linear 

regression method was below 83% accuracy. However, the expected available values improved to an accuracy 

of 89%-90% (green boxes) when K-neighbor regressor or random forest regressor models were used, 

demonstrating that these ML model methods are effective in predicting energy consumption trends. 

 

 

 
 

Figure 13. Correlations among the input parameters (heat consumption, temperatures, and wind speed) 

 

 

 
 

Figure 14. Models with maximum temperature prediction 
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Figure 15. Models with minimum temperature prediction 

 

 

 
 

Figure 16. Models with both maximum and minimum temperature prediction 

 

 

Table 1. Comparison of the three models' prediction accuracy 
Model With wind Without wind Input features 

Train Test Train Test  

Linear Regression 0.81 0.54 0.79 0.58 Min temperature 

0.84 0.74 0.84 0.77 Max temperature 

0.83 0.82 0.82 0.83 Min and Max temperature 

K-Neighbor Regression 0.89 0.53 0.83 0.90 Min temperature 

0.84 0.71 0.87 0.72 Max temperature 

0.87 0.77 0.87 0.81 Min and Max temperature 
Random Forest Regression 0.98 0.42 0.85 0.89 Min temperature 

0.96 0.70 0.92 0.62 Max temperature 

0.96 0.65 0.93 0.78 Min and Max temperature 

 

 

4. CONCLUSION 

In conclusion, the creation of a digital twin for the heating network of smart cities, along with a 

mathematical model and big data analysis, has great potential for improving development planning and 

improving the efficiency and stability of urban heating systems. To overcome the difficulties that smart cities 

face in regulating their heating networks, the initial study was aimed at exploring a combination of digital twin 

technologies, mathematical modeling, and big data analysis. A review of the literature revealed the importance 

of heating systems in smart cities, as well as the function of digital twin technology in creating a virtual version 

of the real infrastructure. Thanks to real-time monitoring, analysis and forecasting, which are made possible 

by the digital twin, it is possible to better distribute and optimize the operation of heating networks.  
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To create an accurate digital double, promote a mathematical model, and perform analysis of large 

amounts of data, a data collection method was needed. The concept and its dynamics were fully understood 

through the integration of heating network data, real-time data from sensors and smart meters, historical data 

and certain external data sources. These results have implications for existing Smart City concepts, such as 

predicting the optimal pumping pressure for each distribution network using machine learning techniques. It is 

noteworthy that this area of research has not received the most attention in Kazakhstan, but it is expected that 

its importance will grow in the coming years, as the problems of energy consumption around the world become 

more urgent, and more states are trying to coordinate energy-intensive industries, especially those associated 

with buildings and construction. In addition, the machine learning algorithms built in this paper are ready to 

calculate many problems related to heat consumption in many megacities around the world. 
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