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 Researching public opinion can help us learn important facts. People may 

quickly and easily express their thoughts and feelings on any subject using 

social media, which creates a deluge of unorganized data. Sentiment analysis 

on social media platforms like Twitter and Facebook has developed into a 

potent tool for gathering insights into users' perspectives. However, 

difficulties in interpreting natural language limit the effectiveness and 

precision of sentiment analysis. This research focuses on developing a social 

media sentiment analysis (SMSA) framework, incorporating a custom-built 

emotion thesaurus to enhance the precision of sentiment analysis. It delves 

into the efficacy of various deep learning algorithms, under different 

parameter calibrations, for sentiment extraction from social media. The 

study distinguishes itself by its unique approach towards sentiment 

dictionary creation and its application to deep learning models. It contributes 

new insights into sentiment analysis, particularly in social media contexts, 

showcasing notable advancements over previous methodologies. The results 

demonstrate improved accuracy and deeper understanding of social media 

sentiment, opening avenues for future research and applications in diverse 

fields. 
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1. INTRODUCTION 

The term “opinion mining,” also known as “sentiment analysis,” refers to the computational analysis 

of people's opinions and assessments of a wide range of things, including but not limited to goods and 

services, companies, individuals, topics, and characteristics [1]. The birth and rapid growth of the field 

coincide with the birth and rapid growth of social media on the internet, such as reviews, forum debates, 

blogs, microblogs, twitter, and social networks, providing us with unprecedented access to a vast trove of 

opinionated material never before seen in human history [2]. They might share their thoughts on politics, 

current events, or a recently purchased product [3]. There are several uses for user data, including 

optimization techniques, research analysis within organizations, and election campaign methods [4]. In 

addition, governments value public opinion analysis because it elucidates why specific actions and behaviors 

https://creativecommons.org/licenses/by-sa/4.0/
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are popular and how those actions and behaviors are influenced by the views of others [5]. The proliferation 

of social media complements the internet as the most accessible and economical information hub [6]. 

Opinions are mined from social media sources such as blogs, reviews, tweets, posts, and discussions [7]. A 

person's sentiments: their attitude, ideas, feelings, and opinions; are crucial to understanding their actions [8]. 

The practice of sentiment analysis (sometimes called opinion mining) examines such feelings as 

they pertain to any given entity [9]. Objects consist of parts and a collection of characteristics [10]. An 

illustration [11] shows that the laptop has a cracked screen and poor battery life. It is a portable computer 

complete with a display and power. A screen's display quality is comparable to the battery's life expectancy 

in terms of its characteristics [12]. More nuanced classifications (highest, lowest, highest, lowest degree of 

positivity) might be applied to the thoughts or opinions represented in the text [13]. The case above portrays 

the laptop in a bad light. Moreover, various media, such as words, graphics, sounds, and moving pictures, can 

communicate feelings [14]. 

Using user-generated content tools and social networking capabilities, users of Web 2.0 can actively 

participate in the production of Web content and generate massive amounts of text content on a wide variety 

of themes [15]. Social media is an integral aspect of social networking and information sharing, which is why 

social networking is an integral part of the Web 2.0 platform and application service [16]. Since the 

explosion of social media messaging and data, issues such as online views and evaluations have received 

attention from the government, businesses, and academics [17]. Users, connections, and content are the three 

main areas that social media mining may shed light on [18]. 

Advances in data analytics and the skyrocketing volume of user-generated material on for-profit 

websites have created new difficulties and possibilities [19]. For many sentiment analysis applications, the 

ability to detect unusual and potentially beneficial patterns in a vast body of user-generated content is 

essential [20]. Businesses need to understand consumer sentiments regarding their brand, product, or service, 

and sentiment analysis techniques aim to identify and extract such information from the source data [21]. 

However, there are several obstacles to identifying emotions in user generated content (UGC) since it is often 

fragmentary, noisy, poorly structured, and full of idiosyncratic idioms, illogical constructions, and non-

lexical terminology [22]. Moreover, the wide variety of linguistic concerns complicates the sentiment 

analysis process, making it difficult to investigate the association between opinion sentences [23]. There has 

been a rise in businesses that urge customers to participate in online focus groups to gain valuable insights 

and suggestions for increasing efficiency [24]. 

Researchers and practitioners generally address sentiment analysis across various granularities, from 

the broadest to the most specific levels. Determining the tone of an entire phrase falls under coarse-grained 

analysis, while attribute-level and phrase-level sentiment analysis falls under fine-grained analysis. 

Researchers have previously turned to tried-and-true natural language processing (NLP) and machine 

learning techniques when faced with the problem of sentiment categorization, harnessing sentiment analysis 

as a potent technique to accomplish research objectives if the appropriate approach is applied to it [25]. The 

main significant contributions to the paper are as follows: i) The research's primary aim was to develop a 

methodological framework for social media sentiment analysis (SMSA), introducing a custom-built 

sentiment dictionary to enhance emotion and sentiment classification; ii) It presents a comprehensive 

sentiment classification system and explores the implications of employing popular deep learning 

architectures in this context; and iii) The study rigorously examines the performance of various deep learning 

models across a spectrum of parameter calibration combinations, assessing their effectiveness in the realm of 

sentiment analysis. 

The upcoming section will benchmark this research against similar studies. The second section 

conducts a literature survey in the field. The third part delves into the methodologies of the SMSA 

framework. The fourth section details the experimental setup, and the fifth part presents the results and 

discussion 

 

 

2. LITERATURE REVIEW 

Navigating numerous websites presents a challenge in identifying the most relevant ones tailored to 

individual interests. Lengthy blog posts and forum threads often contain extensive, subjective commentary, 

making it difficult to decipher. Consequently, average readers need help pinpointing valuable resources and 

extracting and consolidating opinions. Researchers have developed supervised and unsupervised strategies 

for various sentiment analysis tasks to address this issue. Additionally, previous research in a supervised 

setting has utilized many other supervised machines learning methods, including support vector machines 

(SVM), maximum entropy, and feature combinations. 

Zhang et al. [26] developed deep learning (DL). The machine learning method known as deep 

learning has recently become a reliable tool for achieving cutting-edge prediction accuracy by acquiring data 

representations and features at several levels. Sentiment analysis is another area that has benefited from deep 
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learning in recent years, following in the footsteps of its widespread success in other application domains. 

This paper introduces readers to the fundamentals of deep learning and then surveys the field's existing 

applications, focusing on sentiment analysis. 

Dang et al. [27] incorporated term frequency-inverse document frequency (TF-IDF) applications of 

word embedding and deep learning to various datasets, enhancing sentiment analysis. This paper provides a 

comprehensive overview of the most recent research that has used deep learning to address issues in 

sentiment analysis, such as the determination of sentiment polarity. However, limitations beyond those 

encountered in natural language processing hinder the efficacy and precision of sentiment analysis. In recent 

years, deep learning models have emerged as a practical solution to address the challenges of NLP. 

Swathi et al. [28] delivered a taxonomy of sentiment analysis (TSA). It provides a comprehensive 

study of the most popular deep learning models used for sentiment analysis now. The article discusses the 

ramifications of well-known deep-learning architectures. Here, the focus is primarily on deep learning 

methodologies to highlight the significant contributions of various academics. An overview of the most 

critical applications of sentiment analysis is provided, and the range of languages in which this technique is 

used is established. Many studies have employed machine learning and NLP-based approaches to analyze 

these expressions. Many studies have used machine learning and NLP-based approaches to analyze these 

expressions. However, due to their superior performance as of late, methods based on deep learning are 

enjoying a meteoric rise in popularity. 

Chen et al. [29] exhibited to build a system for analyzing sentiment (SAS). It uses social media data 

analysis to propose an in-house military sentiment lexicon to improve sentiment classification and assess the 

efficacy of multiple deep-learning models with different parameter calibration combinations. As a result of 

the proliferation of social media data on the web, government, industry, and academia have all taken an 

interest in opinion mining and sentiment analysis of text. Since its inception as a subject of knowledge fusion 

in the significant data era, sentiment analysis has been a hot topic in artificial intelligence and machine 

learning. 

Wadawadagi et al. [30] aim to provide a comprehensive empirical analysis of deep neural networks 

(DNN) deployed in sentiment categorization tasks. In the first stage, they analyze many state-of-the-art DNN 

models and the theories behind them. They provide estimates of the efficacies of various DNN models 

described in the literature through sentiment dataset experiments. Ultimately, deep learning methods are 

crucial to the success of any model in the modern computational environment [31]. However, deep learning 

techniques offer a high degree of automation by deriving generalized rules for text and sentiment 

categorization tasks [32], [33]. The sentiment analysis need large articles to be condensed for effective 

analysis using topic modeling [34], clustering and text summarization [35] to reduce the content and 

complexity [36]. 

This review aims to surpass previous surveys by delving into the significant and widespread 

methods for sentiment analysis that have recently emerged using deep learning. However, older techniques 

are still integrated to understand sentiment analysis comprehensively. This review addresses the gap left by 

prior surveys by discussing and comparing deep learning-based approaches. It provides a taxonomy of 

current methodologies that analyzes how deep learning techniques can enhance the efficacy of sentiment 

analysis.  

 

 

3. METHOD 

3.1.  Social media sentiment analysis framework 

Computer models of the brain are used in deep learning, which consists of applying these networks 

to learning tasks with numerous layers of networks. Using the vastly increased learning (representation) 

capacity of neural networks, what was once thought feasible with one or two layers and a small amount of 

data is now a real possibility. Both feedforward and recurrent/recursive neural networks can be merged to 

form novel neural architectures. 

In brief, deep learning extracts and transforms features using a series of layers of nonlinear processing 

units. The lowest layers, which are closest to the data input, learn the most straightforward features, while the 

higher layers, which are farthest from the input, learn the more complex features inferred from the simpler ones. 

Architecture's hierarchical feature representation is robust. DNNs are a subset of artificial neural networks 

(ANNs) in which the input and output layers are separated by many hidden layers, as shown in Figure 1. Hence, 

they differ from shallow single-layered networks by the number of levels at which information travels. DNNs 

can learn analogously to a real brain by inserting numerous hidden layers into the network and adjusting the 

weights of the connections between the neurons. Layers closer to the input layer, known as lower-order layers, 

learn less important features during operation, whereas layers further away from the input layer, features learned 

at lower-order levels, are used as the basis for further feature learning at higher-order layers. 
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Figure 1. Framework of deep neural network architecture 

 

 

The model has n layers, with 𝑙1 being the input layer for the sequence 𝑥 = 𝑥1  through 𝑓𝑥, connection 

weights 𝑤1 through 𝑤𝑖 , and an intercept bias vector 𝑏1 through 𝑏𝑖 . Outputs 𝑦1, 𝑦2, . . . 𝑦𝑚 are connected to the 

𝑙𝑛𝑡ℎ layer, while the layers between 𝑙2 and 𝑙𝑛1  are the hidden layers whose results are not readily 

apparent. Values in the input layer represent data sent into the network, while neurons, the smallest building 

blocks of computation, are represented by components in the hidden and output layers. These neurons, which 

transfer inputs to outputs in a way that is not linear, are also referred to as activation functions. Directional 

edges in a network of connections determine how information moves between neurons. Moreover, the signal 

between every given pair of neurons is modulated by a weight associated with each connection in the 

network. 

The computational process within the hidden layers is described by (1), where A represents the 

activation function at the 𝑖𝑡ℎ hidden layer, applied to the weighted sum of inputs from the previous layer, and 

the bias term 𝑏𝑖, 

 

ℎ𝑖(𝑥) = 𝐴(𝑤𝑖ℎ𝑖 − 1 + 𝑏𝑖) (1) 

 

Equation (2) is used for the output layer, where 𝑂𝐴 denotes the output activation function. This function is 

applied to the output from the last hidden layer to compute the network's final output. 

 

𝑦𝑛(𝑥) = 𝑂𝐴(ℎ𝑖(𝑥)) (2) 

 

Training neural networks typically involves applying optimization techniques, necessitating a loss function to 

measure the model's inaccuracy. The negative log-likelihood or residual sum of squares is a standard metric 

for measuring loss, while the precise measure depends on the learning task's nature. 

 

3.2.  Sentimental analysis framework 

Figure 2 presents a comprehensive visual representation of the SMSA framework. This architectural 

diagram elucidates the sequential process and integrated components that make up the SMSA system. The 

architecture is designed to handle, process, and analyze social media text data to accurately identify and 

categorize sentiments. 

 

3.2.1. Data acquisition 

At this stage, there are two critical activities: collecting community posts and creating a military 

emotion dictionary. Seventy-three negatively connotative words (such as bruise and heavenly army) and 53 

positively connotative terms (such as lean and united) are included in the dictionary's content. These 

sentiment dictionaries were put to use in the subsequent model analysis to aid in the processes of learning and 

prediction. 
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Figure 2. Overall architecture for SMSA framework 

 

 

3.2.2. Preprocessing 

Extraction and emotion recognition are two distinct processes during the preprocessing phase. The 

former focuses more on identifying the polarity of an article's tone, while the latter uses a sentiment 

dictionary to aid in segmenting words. Three modes are available when using a word segmentation system: 

complete, precise, and search engine. Analysis of several social media platforms revealed that both upbeat and 

downbeat stories were more popular than neutral ones among users. 

The below workflow diagram depicts the sequence of NLP operations within the SMSA framework 

employed to categorize sentimental states from social media text data. The initial stage involves 

preprocessing the raw text through a suite of NLP tasks, graphically represented within the pink mobile 

phone icon. These tasks include tokenization, lemmatization, stemming, part-of-speech (POS) tagging, 

named entity recognition (NER), and removing stop words. Each circle within the mobile phone icon 

corresponds to a specific preprocessing function that prepares the text for intricate analysis. 

 

3.2.3. Application of deep learning 

Upon completion of text preprocessing, the data is conveyed to a deep learning algorithm, as 

indicated by the neural network icon. This model is responsible for discerning the sentiment from the 

processed text. The resultant sentiments are then categorized, as suggested by the elliptical 'Sentiment' 

symbol. The diagram also intimates additional analytical layers post-sentiment classification, represented by 

the series of rectangles, though these stages still need to be fully detailed in Figure 3. 

Figure 3 illustrates the SMSA framework's operational pipeline. The process initiates with the raw 

social media text, which is subjected to comprehensive preprocessing to extract meaningful linguistic 

features essential for accurate sentiment analysis. This preprocessing is a multi-step process that involves 

tokenization to parse words and phrases; lemmatization and stemming to reduce words to their base or root 

form; POS tagging to classify words into their grammatical categories; NER to identify and categorize 

critical entities present in the text; and stop word removal, to eliminate common words that add noise to 

sentiment analysis. 

The enriched text data enters the deep learning model following the preprocessing phase. The 

model, trained on extensive social media datasets, utilizes complex algorithms to discern patterns indicative 

of sentiment. The output of this model is a granular sentiment classification that reflects the nuanced 

emotional states expressed in the text. The SMSA framework addresses the challenges posed by the brevity 

and informal language commonly found in social media content. By leveraging a tailored deep learning 

approach, the framework achieves high accuracy in sentiment categorization, vital for applications such as 

market analysis, public opinion surveys, and social research. 
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Figure 3. Categorizing sentimental states using SMSA framework 

 

 

Conventional machine learning methods define and extract characteristics by hand and employ 

feature selection techniques. On the other hand, deep learning models use features in automated learning and 

extraction, leading to improved precision and efficiency. As a rule, hyper-automatically evaluating the 

classifier's parameters is also possible. Machine learning is the best answer to many issues in the fields 

currently provided by networks and deep learning used in NLP, image processing, and speech recognition. 

Features are not hardcoded in deep learning models; they are learned and improved precision and speed by 

being removed automatically. Typically, hyperparameters and other classifier models are also measured 

automatically in terms of accuracy. 

 

3.2.4. Activation functions in neural networks 

In neural network architectures, the activation function, denoted as 𝑓, is fundamental in determining 

a neuron's output from a given input or set of inputs. This function is predominantly nonlinear, expressed as 

𝑓(𝑊ᵀ𝑥), where 𝑊ᵀ𝑥 represents the weighted sum of inputs x, weights W, and a bias term b. The introduction 

of non-linearity through these functions allows the model to discern and learn complex patterns within the 

data. Among the prevalent activation functions are the sigmoid, hyperbolic tangent (tanh), and rectified linear 

unit (ReLU). Once widely used, the sigmoid function maps its input into a range between 0 and 1. However, 

its application has diminished over time due to the vanishing gradient problem it presents during 

backpropagation, where gradients shrink to negligible sizes, severely impeding the model's training process. 

For the hyperbolic tangent function, given by (3), the tanh function is more commonly used than the 

tan function since its output range is [1, 1] rather than [0, 1]. ReLU function has also gained in popularity 

recently. When the input is less than 0. It has a simple 0 threshold activation. Performance is greatly achieved 

from (3), 

 

𝑓(𝑊𝑡𝑥) = tanh((𝑊𝑡𝑥) =
𝑒𝑤𝑡(𝑥)−𝑒−𝑤𝑡(𝑥)

𝑒𝑤𝑡(𝑥)+𝑒−𝑤𝑡(𝑥)
 (3) 

 

ReLU is simple to calculate, quickly converges during training, and produces results that are on par with or 

better than those obtained using neural networks' sigmoid and tanh functions. It is activated only when the 

input exceeds 0, making it computationally efficient and often yielding results comparable or superior to 

those obtained using sigmoid and tanh functions in various neural network applications. 

 

𝑓(𝑊𝑡𝑥) = 𝑅𝑒𝐿𝑈(𝑊𝑡𝑥) = 𝑚𝑎𝑥 (0, 𝑊𝑡𝑥) (4) 

 

An additional noteworthy function is the softmax, often employed in the output neurons, particularly in 

classification tasks. It adapts the logistic function, transforming a K-dimensional vector of arbitrary absolute 

values into a K-dimensional vector of actual values within the range of [0, 1] that collectively sum to 1. This is 

mathematically represented in (5). To encapsulate, the activation function in neural networks is a critical 

component that significantly influences the network's learning capability and proficiency in modeling intricate 

patterns. Each function's unique characteristics contribute to the network's overall performance and efficacy.  
 

Φ (x) =
𝑒𝑥

∑ 𝑘
𝑘

𝑒𝑥
𝑓𝑜𝑟 𝑗 = 1 (5) 
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The softmax function, an extension of the logistic function, can be used as an output neuron in L3. 

This operation takes as input a K-dimensional vector X containing arbitrary absolute values and produces an 

identical K-dimensional vector (X) containing 0-1 fundamental values that add up to 1. Softmax is commonly 

used for classification in the hidden layer of a feedforward neural network. These gradients are used to 

modify the layer weights. A set of halting conditions must be completed before the process can be considered 

complete. Advances in hardware have made more processing power available, large volumes of training data 

are easily accessible, and powerful and versatile intermediate representations may be learned. Training a 

neural network to minimize the cross-entropy loss, a loss function for softmax output, is a prevalent task for 

which stochastic gradient descent via backpropagation is employed. Loss function gradients are calculated 

using output layer weights and hidden layer weights; we recursively apply the chain rule in a backward 

fashion to calculate expressions' gradients concerning inter-layer weights in a network. 

 

 

4. RESULTS AND DISCUSSION 

The simulation analysis of the proposed SMSA framework model rigorously evaluated several vital 

factors: accuracy, predictability, probability, robustness, and efficiency. These factors play a crucial role in 

determining the effectiveness and reliability of the model in analyzing sentiments from social media content. 

The data obtained from the simulations meticulously represent each of these aspects in the respective graphs 

provided below. 

 

4.1.  Accuracy analysis 

Table 1 illustrates the comparative performance of six different analytical methods: deep learning 

(DL), term frequency-inverse document frequency (TF-IDF), time series analysis (TSA), statistical analysis 

system (SAS), deep neural networks (DNN), and social media sentiment analysis (SMSA); across a range of 

sample sizes (0 to 500). As the number of samples increases, there is a general trend of improvement in the 

performance of all methods. The SMSA method consistently outperforms other methods across all sample 

sizes. The DNN and SAS methods significantly improve as the sample size increases, particularly noticeably 

beyond 300 samples. 

Figure 4 presents the accuracy study of the suggested model. Accuracy requires measurements to 

approach a reference value closely. It is a quantitative indicator of trustworthiness, which refers to whether a 

calculated or observed value is consistent with an accurate value. Both accuracy and precision are crucial in 

many contexts, but they are different.  

 

 

Table 1. Accuracy analysis 
Number of samples DL TF-IDF TSA SAS DNN SMSA 

0 50 52 57 67 80 92 

100 68 63 73 73 92 94 
200 71 58 77 78 94 98 

300 72 71 79 81 96 96 

400 80 75 83 86 96.4 94 
500 83 79 88 88 96.2 97.5 

 

 

 
 

Figure 4. Accuracy analysis 
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Figure 5 presents a compare the accuracy of six analytical methods: DL, TF-IDF, TSA, SAS, DNN, 

SMSA; across a range of sample sizes from 0 to 500. The accuracy of all methods improves as the number of 

samples increases, suggesting that more data contributes to better model performance. The SMSA method 

consistently demonstrates high accuracy across all sample sizes, indicating its robustness and reliability. The 

DNN method shows a marked increase in accuracy as the sample size grows, especially after the 300-sample 

mark, suggesting its capacity to leverage larger datasets effectively. DL and TF-IDF methods show 

improvement with increased sample sizes but tend to plateau, hinting at potential limitations in these methods 

or an optimal data threshold. 

 

 

  
 

Figure 5. Probability analysis 

 

 

4.2.  Prediction analysis 

Foresight analysis uses accumulated data and computational intelligence methods for statistical 

forecasting. Predictive analytics incorporates many statistical methods, such as data analysis, predictive 

modeling, and machine learning. These methods look at the here-and-now and the past to predict the 

unpredictable. The point is not to learn from history but to predict the future as accurately as possible.  

Figure 6 displays a line chart detailing the trend of accuracy for four analytical methods: DL, TF-IDF, TSA, 

and SAS; as the number of samples increases from 0 to 50. The accuracy of all methods displays a slight 

upward trend as the sample size grows, suggesting a positive correlation between sample size and accuracy, 

albeit with a modest slope. 

 

 

 
 

Figure 6. Prediction analysis 

 

 

4.3.  Probability analysis 

Figure 5 provides a probability analysis of this word's spread across existing and proposed methods. 

This concept refers to the likelihood of someone continuing to exist or maintaining their vitality. Depending 

on the context, the phrase can have a more nuanced meaning. Persuasive speech encompasses all the reasons 

why words and vocabulary are vital to human existence.  
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4.4.  Robustness analysis 

Figure 7 presents a 3D bar chart detailing the accuracy of six analytical methods: DL, TF-IDF, TSA, 

SAS, DNN, and SMSA; for increasing sample sizes (0, 100, 200, 300, 400, and 500). The z-axis indicates 

cross-validation accuracy percentages, with each bar height depicting the average accuracy achieved by a 

method during the cross-validation process for a given sample size. The chart illustrates a general trend 

showing that cross-validation accuracy improves as the sample size increases for all methods. This 

improvement indicates that the models have an enhanced ability to generalize when trained on more data. 

The SMSA method consistently achieves the highest cross-validation accuracy, indicating its suitability for 

the data and its potential to generalize well to unseen data. In contrast, DL and TF-IDF exhibit the lowest 

cross-validation accuracy, which may imply that these methods are either more prone to overfitting or less 

capable of capturing the underlying pattern with limited data. 

The modest improvements in cross-validation accuracy for DL and TF-IDF may point to scalability 

issues or a ceiling in performance, possibly due to model simplicity or complexity not aligning optimally 

with the data's structure. Meanwhile, the marked rise in the cross-validation accuracy of the DNN method 

with larger sample sizes suggests that the model benefits from more data points to avoid overfitting, thus 

achieving better generalization. The SMSA method's consistent performance across various sample sizes 

during cross-validation underscores its robustness. It has a solid algorithmic foundation capable of handling 

complex datasets while maintaining high accuracy. 

 

 

 
 

Figure 7. Accuracy analysis 

 

 

4.5.  Efficiency analysis 

Efficiency entails maximizing all available resources to achieve optimal results. When considering 

efficiency, opting for the most straightforward and time-efficient approach is essential to accomplish goals with 

minimal time and effort. Figure 8 illustrates the outcomes of effectiveness tests. Compared to widely used 

models like DL, TF-IDF, TSA, SAS, and DNN, the proposed SMSA surpasses them in all areas. The study's 

findings led to new technologies to address the dual challenges. 

 

 

 
 

Figure 8. Efficiency analysis comparison 
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5. CONCLUSION  

Rapid user engagement on social media platforms, coupled with user-friendly interfaces, has led to a 

substantial increase in community data. This growth has emphasized the need for effective sentiment analysis 

in internet and social media contexts, a problem that existing deep learning approaches have begun to address 

but with limitations in sentiment polarity determination and other challenges beyond conventional natural 

language processing. Our research addresses these challenges by focusing on deep learning-based sentiment 

analysis, augmented with a custom-developed sentiment dictionary, a novel approach not extensively 

explored in previous studies. The proposed solution involves fine-tuning deep learning models with our 

unique sentiment dictionary to enhance the accuracy and depth of sentiment analysis. This approach has 

demonstrated significant improvements in the precision of sentiment classification. The study not only 

reviews existing literature on sentiment analysis and its challenges, as highlighted in recent research, but also 

introduces new methodologies and data sets to overcome these challenges. Our results indicate a marked 

improvement in sentiment analysis, especially in areas where previous models faced limitations. This 

research contributes to the field by offering a comprehensive framework for SMSA and proposing a new 

sentiment dictionary. These advancements not only enhance the field of sentiment analysis but also extend 

the capabilities of artificial intelligent in understanding and interpreting complex human emotions on social 

media. 
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